
ኵᏰف

FINAL EXAMINATION

Course Code: MATH 4051
Course Title: Theory of Ordinary Differential Equations
Semester: Spring 2019-20
Date and Time: 1:30-4:30PM, 2 June 2020

Instructions

• It is an OPEN-NOTES exam. You can look at any materials, both online and offline.
However, only results discussed in class, or proved in homework can be directly quoted.

• Discussion with any person (online or offline) is strictly prohibited, and is a serious
violation of the honor code. Posting related questions in any online forum is also a serious
violation of the honor code.

• Answer ALL problems. Write your solutions in your own paper. Submit the file as a PDF
to Canvas by 4:50PM today.

• You must SHOW YOUR WORK, JUSTIFY YOUR ARGUMENTS, and PRESENT CLEARLY
in order to receive credits in every problem in Part B.

• Some problems in Part B are structured into several parts. You can quote the results stated
in the preceding parts to do the next part.

HKUST Academic Honor Code

Honesty and integrity are central to the academic work of HKUST. Students of the Uni-
versity must observe and uphold the highest standards of academic integrity and honesty
in all the work they do throughout their program of study. As members of the University
community, students have the responsibility to help maintain the academic reputation of
HKUST in its academic endeavors. Sanctions will be imposed on students, if they are found
to have violated the regulations governing academic integrity and honesty.

Copy the following statement and sign on the first page of your answer sheets:

“I, YOUR FULL NAME (HKUST ID), confirm that I have answered the questions using
only materials specified approved for use in this examination, that all the answers are my
own work, and that I have not received any assistance during the examination.”

YOUR SIGNATURE
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Part A - Short Questions (25 points)

[Recommended timing: < 30 minutes]

1. [6]Suppose A is a 2× 2 real matrix such that:

A

!
1 + i
3− 2i

"
= (−1 + 4i)

!
1 + i
3− 2i

"
.

Answer the following questions. No justification is needed.

(a) Write down eA as a finite product of explicit real matrices.

(b) Consider the system x′ = Ax. Is the origin stable, asymptotically stable, or unstable?

(c) What is ω(x0) for any x0 ∈ R2?

2. [4]The following are unordered steps in the proof of the Picard-Lindelöf’s Existence Theorem.
Denote xn(t) to be the Picard’s iteration sequence associated to the IVP x′ = F(x), x(0) =
x0 where F is locally Lipschitz continuous on Rd.

Arrange the whole proof in the correct logical order.

1. Show that F(xn) converges uniformly on [−ε, ε] to the limit F(x∞).

2. Show that
#∞

n=1(xn(t)− xn−1(t)) converges uniformly on t ∈ [−ε, ε].

3. Show that there exists # > 0 such that xn(t) ∈ Br(x0) for any n ≥ 0 and t ∈ [−ε, ε].

4. Show that there exists r > 0 such that F is Lipschitz continuous on Br(x0).

5. Show by induction that |xn(t)− xn−1(t)| ≤
KLn−1|t|n

n!
for any n ≥ 1 and t ∈ [−ε, ε]

where K and L are some positive constants.

6. Show that xn(t) converges uniformly on t ∈ [−ε, ε] to a limit function x∞(t).

7. Show that x∞(t) is a continuous solution to the integral equation associated to the
IVP, and hence is a solution to the IVP.

Logical order in the proof: → → → → → → .

[Grading: all correct +4, minor mistakes +3, otherwise 0]

3. Consider a system x′ = F(x) where F is C1 on Rd. Discuss whether each statement below
is true. If true, explain why briefly. If false, give a counter-example.

(a) [3]If there exists M > 0 such that such that |F(x)| ≤ M for any x ∈ Rd, then any solution
to the system must be defined on t ∈ [0,∞).

(b) [3]If supx∈Rd |F(x)| = +∞, then any solution to the system must encounter finite-time
singularity.
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4. Let Ω be an open subset of Rd, and assume Ω ∕= Rd. Let F(x) : Rd → Rd be a time-
independent vector field and x0 ∈ Ω. Consider the (IVP): x′ = F(x), x(0) = x0.

Complete the diagram below according to the following instructions:

i. [5]For each straight-line in the diagram, draw an arrow (→ or ←) to indicate which box
implies which box, i.e. “A → B” means: “A implies B”.

ii. [2]Using an arrow, connect “short-time existence for (IVP)” to exactly one box below it.
Choose the best box to connect.

iii. [2]Using an arrow, connect “long-time existence for (IVP)” to exactly one box above it.
Again, choose the best box to connect.

F is C1 on Ω F is locally Lipschitz on Ω F is Lipschitz on Ω

F is C1 on Rd F is locally Lipschitz on Rd F is Lipschitz on Rd

Short-time existence for (IVP)

Long-time existence for (IVP)

Part B - Long Questions (75 points): Answer ALL problems

[Recommended timing: Q1 < 30m, Q2 < 30m, Q3 < 45m, Q4 < 45m]

1. Let A be a constant d × d real matrix, and b,x0 ∈ Rd are constant vectors. Consider the
initial-value problem in Rd:

x′(t) = Ax(t) + b, x(0) = x0.

Let {xn(t)}∞n=0 be the Picard’s iteration sequence associated to this IVP, defined as in the
lecture notes.

(a) [15]By computing the first few terms xn(t)’s, guess the general term and justify it by
induction.

(b) [4]Assume that A is invertible. Using (a), find the explicit solution to the given IVP. You
can express your answer in terms of matrix exponentials. Verify that it is indeed a
solution to the given IVP.
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2. [12]Regard Rm+n = Rm ⊕ Rn and write its element as x = (x, y) where x ∈ Rm and y ∈ Rn.
Denote the projection maps by π1(x, y) = x and π2(x, y) = y. Consider the system in Rm+n:

x′ = Ax+ h(x)

where A is a real (m+ n)× (m+ n) matrix of the form:

A =

!
N 0
0 P

"
.

Here N is an m×m real matrix with all eigenvalues negative, and P is an n×n real matrix
with all eigenvalues positive.

Fix p ∈ Rm. Show that for a certain choice of q ∈ Rn, the initial-value problem

x′ = Ax+ h(x), x(0) = (p, q) where |h(x)| = o(|x|) as x → 0,

is equivalent to the integral equation

x(t) = etA
!
p
0

"
+

ˆ t

0
e(t−s)Aπ1(h(x(s))) ds−

ˆ ∞

t
e(t−s)Aπ2(h(x(s))) ds.

3. Let p(x) be an odd degree polynomial such that the highest order term has positive coeffi-
cient. Consider the system in R2:

x′ = y

y′ = −y3 − p(x)

(a) [6]Find an even degree polynomial f(x) such that:

d

dt
(f(x(t)) + y(t)2) ≤ 0

for any solution (x(t), y(t)) to the system.

(b) [6]Hence, show that any solution (x(t), y(t)) to the system is bounded on t ∈ [0,∞).

(c) [12]Suppose p has a unique real root x∗. Show that for any ε > 0, there exists (x0, y0) ∈
Bε

$
(x∗, 0)

%
such that for any t > 0, there exists τ > t such that ϕτ (x0, y0) ∈ Bε

$
(x∗, 0)

%
.

Here ϕt denotes the flow map of the system.
[Hint: Proof by contradiction, and use (b).]
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4. Let A be a 2×2 real symmetric matrix whose eigenvalues are negative. From linear algebra,
we know that there exists an orthogonal matrix P (i.e. P TP = I) and a diagonal matrix

D =

!
−λ1 0
0 −λ2

"
such that A = PDP T . For simplicity, we denote Q = −A−1.

Consider the system in R2:
x′ = Ax+ h(x)

where h(x) is C1 on R2 satisfying |h(x)| = o(|x|) as |x| → 0 and h(0) = 0.

(a) [6]Show that h(x) ·Qx = o(|x|2) and x ·Qh(x) = o(|x|2) as |x| → 0.

(b) [12]Let L : R2 → R be defined as:
L(x) := x ·Qx.

Show that L (when restricted on a small open ball around 0) is a strict Lyapunov
function for 0.

(c) [2]Results from (b) give another proof of the Poincaré-Lyapunov’s Theorem for the system
x′ = F(x) in the special case DFx∗ being symmetric. Explain why the proof would fail
if one of the eigenvalues of DFx∗ is zero.

* End of Paper *
** **
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PROBL.EU#lcaixius=E..iYIx+E...-iY..I5
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-
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,
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,
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=
e
" I-Ie-Farzana.us/+etA-e-tAxces-xcos)
÷

= Xlt)
-
- LHS .

@E)⇒ (WP) : Fundamental Theorem of Calculus .
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-
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'
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"
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cc> Equilibrium points of the system are of form : (xx
,
o)

where puts- o .

.

'

. By the given condition , the system has only one equilibrium .
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,
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.
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'

. L is a strictly Lyapunov function when restricted to Bolo) .

Cc) If DF×* has one eigenvalue = 0
,
then

the linearization *
'

= DF×* - P t hat) would have

A- = DFq, being not invertible . Q cannot be defined .


