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Preface

This is the lecture note used by the author at Brown University in 2013-14, and at HKUST
in Spring 2020. The purpose of the course and the note is to give an introduction to
Theory of Ordinary Differential Equations (ODEs). There is not much emphasis on solving
ODEs, finding explicit solutions or applying numerical methods, but several theoretical
issues of ODEs including existence, uniqueness, stability and periodicity are examined.

The major purpose of the course and the lecture notes is to strength students’
knowledge on basic mathematical analysis by illustrating the use of analysis on the
qualitative studies on differential equations.

The pre-requisite of the course is workable background mathematical analysis. Stu-
dents should already have a good sense of concepts such as limit, continuity, differentiabil-
ity of functions of both one and several variables. Basic linear algebra such as eigenvalues
and eigenvectors are also needed. The course will essentially start from Section 1.3.
Students should read Sections 1.2 by their own as a review of MATH 2351/2352.

Frederick Tsz-Ho Fong
January 10, 2020
HKUST, Clear Water Bay, Hong Kong
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Chapter 1

Linear Systems

1.1. Systems of ODEs

Ordinary Differential Equations (ODEs) are equations whose unknowns functions have
only one independent variable. You should have already encountered some of them in
single-variable calculus, physics or engineering classes. Here are some examples:

e Exponential decay equation:

d
ay(ﬂ = —ky(t).
o Newton’s Second Law: ,
d
m@x(t) = F(z(t)).

The above examples are ODEs with a single unknown function. This course will
mainly investigate systems of ODEs. A system of ODEs is a number of simultaneous
ODEs with one or more unknown functions. In order for these functions to form a
solution to the system, all ODEs in the system have to hold simultaneously. The order of
the system refers to the highest derivative order involved in the equations. In this course,
we will mostly focus on first-order systems, meaning that the system involves only first
derivatives with respect to the independent variable.

Here is an example of a first-order system of ODEs (which governs the glycolysis
inside human bodies):

dx

E:—x+ay+:c2y
d
d—z::b—ayfﬁy.

The variable ¢, often regarded as the time, is the independent variable. The functions
z(t) and y(t) are the unknowns of the system, whereas a and b are constants.

Remark 1.1. Unless otherwise is stated, we always use ¢ to denote the independent
variable in this course. d

While there are many systems of ODEs of scientific interest, we will study systems
of ODEs regardless of their roles in sciences. We will investigate ODE systems from
linear-algebraic, geometric and analytic viewpoints and will focus on general ODEs which
may not be related to any current scientific fields.
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2 1. Linear Systems

The general form of a first-order system of ODE:s is:

vy = Fi(z1,...,24)

xh = Fy(z1,...,24)

xly = Fy(xq,...,24).
It is a simultaneous system of d equations. In this system, z;(t),...,z4(t) are the
unknown functions of the system, and F, ..., F,; are given functions of d variables. We

often put a system of ODEs in a vector form. The reasons for doing so are many-folded.
One obvious reason, as we will investigate soon in a more detail, is that it allows the
interaction between the ODE system and its geometry.

To represent an ODE system in vector form, we let x(¢) be the unknown vector

whose components are the unknown functions z1, ..., x4, i.€e.
[21(t)
x(t)= |
Lza(t)

If the independent variable ¢ is clear from the context, we may simply write the unknown
vector as

1o
X =
LTd
We also put the right-hand side of an ODE system into a vector by letting:
_Fl(xl, N ,(L’d)
F(I1,...,I’d): '
| Fu(21,. .., 2q)
Since the components (z, ..., z,) can be represented’ by x, we can further abbreviate
F(x1,...,2q) by F(x). Therefore, a general system of ODEs can be written in the form
of:
x' = F(x).
The vector form of an ODE system links the theory of ODEs with geometry. We think
of a solution x(t) as a parametrized curve, x(t) = (z1(t),...,74(t)) in R%. The
components z;(t)’s give the coordinates of the trajectory at time ¢. The t¢-derivative,
x/'(t) = (21 (¢),...,z,(t)), represents the tangent, or velocity, vector of the curve at time

t. Therefore, we will often call a solution x(¢) as a solution curve, or a trajectory, etc.

The right-hand side of the equation, written as F(x), defines a vector field on R%. A
vector field on R? is a function that associates each point x € R? to a vector. The vector
field corresponding to the glycolysis system is shown in Figure 1.1

In order for x(t) to be a solution curve, it has to satisfy x’ = F(x). Geometrically, it
means that the tangent vector x’(t) of the curve is at any time equal to the vector field
F at the point x(¢). To put it in an even simpler terms, the solution curve x(t) flows
along the vector field F at any time. Figure 1.2 shows the relation between the family of
solution curves (in red) and the vector field (in blue) of the glycolysis example.

x1
11 this course, we make very little distinction between (z1, . .., z4) and the column vector

Zd
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Figure 1.1. The vector field plot of the system: % =—x+ 10y + z2y, di’ = % — 1—10y — z3y.
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A plot consisting of only solution curves of an ODE system is called the phase
portrait of the system.



4 1. Linear Systems

1.1.1. Second and higher order ODEs. The reason why we talk mostly about first-
order ODE systems because any higher order ODEs can be reduced to a first-order ODE
system, at the expense of having more unknown functions. Take the second-order ODE
2" +bx’+kx = 0 as an example. One can let v = 2/, then v’ = 2’ = —ba’ —kx = —bv—kx.
The second-order ODE is therefore equivalent to the following first-order system:

r =V

v = —kx — bu,

(-1 20

Similarly, for a higher-order ODE z("™) + ¢,, 12"~V + ... 4 ¢/ + cox = 0, we can let:

or in matrix form:

=z, xo=21a, xs=2a",..., zyp=a™D
or in short, z; = 2~ for any i = 1,2, ..., m. Then the higher-order ODE can be written
as:
) =19
xh = w3

Tip—1 = Tm

Ly, = —Cox1 —C1T2 — ... — Cm—1Tm,
or in matrix form:
. / 0 1 0 0 .
! 0 0 1 - 0 !
€2 Z2
0 0 0 1
xm .« .. :L.m



1.2. Planar Linear Systems

1.2. Planar Linear Systems

This section examines planar linear systems with constant coefficients (for simplicity
we will just call them planar linear systems) which can always be solved using Linear
Algebra. We will derive the general solution of these systems and investigate their phase
portraits. Theory of nonlinear ODEs, as you will see later, is heavily built upon linear

theory.
We first give several important definitions:

Definition 1.2 (Linear Systems). A system of ODE x’ = F(x) is said to be linear if
F : R? — R% is a linear transformation?, or equivalently, F(x) is of the form F(x) = Ax
where A is an d x d matrix of real numbers.

Definition 1.3 (Planar Linear Systems). A planar linear system is a linear system
defined on R?. That is, an ODE system of the form x’ = Ax where A is a 2 x 2 matrix

of real numbers.

Example 1.1. The system
¥ =z+3y
Yy =z—y
is a planar linear system as it can be written in the following matrix-vector form:
| |1 3| |z
vt -1 |y
—_ ——=~

x/ A x

The phase portrait of the system is shown in Figure 1.3.

o e
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Figure 1.3. Phase portrait of the system =’ = x4+ 3y, 3y’ = x —y. The curves represent
solutions of the system.

It is not difficult to notice from the phase portrait that there are two straight-line
solutions through the origin. We are going to show that if a linear system x’ = Ax has a
straight-line solution, it must be parallel to an eigenvector direction:



6 1. Linear Systems

Proposition 1.4. Suppose x(t) is a straight-line solution to the linear system x' = Ax,
then x(t) = Ce v, where vy is an eigenvector of A with eigenvalue )\, and C is an
arbitrary constant.

Proof. Suppose x(t) is a straight-line solution, then x(¢) is parallel to a fixed non-zero
vector v at any time ¢, i.e. there exists a function ¢(t) of ¢ such that:

x(t) =c(t)vy foranyt e R.
Note that we do not set x(¢) = cvg or x(t) = tvg because the former is a stationary
solution and the latter travels at constant speed, neither of them may be true.
Substitute x(t) = ¢(t)vy into the system x’ = Ax, we have:
(c(t)vo)" = Alc(t)vo)
(1.1) d(t)vo = c(t)Avy.
If ¢(tp) # 0 for some ¢y € R, then we have Avy = ¢’ (to)

c(to)
CC((;E’)) =: \. Now we have Avy = A\vg, so by

v, which is equivalent to saying

v is a eigenvector of A with eigenvalue
(1.1), we have
d(t)vo = Ae(t)vo
() = Ae(t) (since vq # 0)

It can be easily shown (see Exercise 1.1) using separation of variables that c(t) = Ce**
for some constant C. Therefore, we have x(t) = Ce*wvy. O

Exercise 1.1. Show that the general solution of the first-order ODE ¢/ (t) = Ac(t) is
given by:
c(t) = CeM
where C'is a constant.
As shown in Proposition 1.4, to determine the straight-line solutions (if there are

any) of a linear system x’ = Ax, it amounts to finding the eigenvalues and eigenvectors
of the matrix A. In the next subsection, we will first review the matrix algebra required.

1.2.1. Review of Linear Algebra. We first recall the definition of eigenvectors and
eigenvalues of a matrix.

Definition 1.5 (Eigenvectors and Eigenvalues). Let A be a square matrix of real num-
bers. We say v is an eigenvector of A if v # 0 and Av = Av for some scalar A. The
scalar ) is called an eigenvalue of the matrix A.

Remark 1.6. While an eigenvector v must be non-zero, an eigenvalue A\ can be zero. [

To determine the eigenvalues of a matrix A, one may use:

Proposition 1.7. A scalar X is an eigenvalue of A if and only if det(A — A\I) = 0.

Proof. See any standard Linear Algebra textbook. d

The determinant equation det(A — AI) = 0 is called the characteristic equation of
A, and det(A — AI) is called the characteristic polynomial of A. Proposition 1.7 tells us
that to find the eigenvalues of A, one can solve the characteristic polynomial. After the
eigenvalues are all determined, we can find their corresponding eigenvectors by solving
systems of linear equations. Here is an example:
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Example 1.2. Consider the matrix

A= E _31]
The characteristic equation is given by:
0 =det(A—\I)

=aa(fy 2] )
B ’1 -A 3 ’

1 —-1-A
=(1=-XN(-1-X)-3
=\ -4
=A=2)(A+2).

Therefore, A = 2 or A = —2. The matrix A has two eigenvalues: 2 and —2.

To find the corresponding eigenvectors of each eigenvalue, we simply solve the
system Av = \v for v.

For A = 2, Av = 2v can be written as:
1 3 T1| 9 X1
1 -1 i) - xIo

x1 + 319 = 221

which can be rewritten as:

r1 — T2 = 23?2

Both equations can be rearranged as: z; = 3x5. Therefore, one of the equations
is considered to be redundant, and any vector v = (3z9,x2) with 2o # 0 is an
eigenvector of A with eigenvalue 2.

The eigenvectors corresponding to eigenvalue —2 can be found by the same

way. It can be verified that any vector w = (z1, —z1) with z; # 0 is an eigenvector
with eigenvalue —2. It is left as an exercise for readers. See Exercise 1.2 below. 0O

Exercise 1.2. Find all eigenvectors corresponding to eigenvalue —2 of the matrix:
1 3
A= {1 J |

_31] we have found, let’s pick an eigenvector with

For each eigenvalue of A = E

that eigenvalue:

)\122 V] = |:i1)):|

)\2 =-2 Vo = |:_11:| .

Then by Proposition 1.4, both
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are straight-line solutions of the system x’ = Ax.

By linearity, it can be easily verified (see Exercise 1.3) that any linear combination of
x1(t) and x4 (t) is also a solution to the system.

Exercise 1.3. Show that if x;(¢) and x3(¢) are both solutions to the linear system
x' = Ax, then any ¢;x;(t) 4+ cox2(t), where ¢; and c¢» are constants, is also a solution
to the linear system x’ = Ax.

1
solutions of the system x’ = Ax where A is defined as above.

In the next subsection, we will show in fact ¢;e? {3 + coe 2 [_11] form all possible

Exercise 1.4. Find all eigenvalues and their corresponding eigenvectors of the
following matrices:

&) [é g] (ii) B (23] (i) E g] (i) B _23}

Exercise 1.5. Rewrite the second-order ODE z” + bz’ + kx = 0, where b and k are
constants, into a first-order planar linear system. Determine the range of values of b
and k for which the matrix of the planar system has real, distinct eigenvalues.

1.2.2. Distinct Eigenvalues. Given a 2 x 2 matrix A with characteristic polynomial
given by
det(A=AI)=(A=X)(A=XNa)
where A\; and )\, are two distinct real numbers, then the matrix A has distinct eigenvalues
A1 and \s. If for each i = 1, 2, we let v; be an eigenvector with eigenvalue \;, then we

have seen that

x(t) = creMtvy + ety
are solutions to the system x’ = Ax for any constants ¢; and c;. We will prove in fact
they form all possible solutions of the system. To establish this, we need the following

fundamental fact about eigenvectors:

Theorem 1.8. Eigenvectors of a square matrix with distinct eigenvalues must be linearly
independent. Precisely, if vy, ..., vy are eigenvectors of a matrix A with distinct eigenvalues
A1, ..., Mg respectively, then vy, ..., vy are linearly independent, meaning that whenever

civi+...+cvi =0

we must have c; = ... = ¢, = 0.

Proof. The proof with an arbitrary integer k can be found in any standard Linear Algebra
textbook. Here we give the proof for the case k = 2, i.e. two vectors involved.

Let v; and v, be two eigenvectors of A with distinct eigenvalues A\; and \, respec-
tively, i.e. Avy = A\yvy and Avy = Agvs.
Suppose ¢; and ¢, are two scalars such that
(1.2) c1Vy + cavy = 0.
We need to show ¢; = ¢ = 0.
Multiply A from the left on both sides of the above vector equation, we get:
A(c1vy +cave) =0
C1Avi + c2Aveg =0
(1.3) C1A1V1 + cadove =0
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Subtract (1.3) by A\; x (1.2), we get:
CQ()\Q — )\1)V2 =0.

Since A1 # Xy and vy # 0 (being an eigenvector), therefore we must have c; = 0.
Substitute ¢y = 0 into (1.2), we get ¢;v; = 0, and hence ¢; = 0 too as v; # 0 being an
eigenvector. O

Back to the planar linear system we are considering, if the matrix A has two distinct
eigenvalues \; and )., with corresponding eigenvectors v; and v, respectively, then
these two vectors are linearly independent. Recall that any d x d matrix whose columns
are linearly independent vectors in R? must be invertible. This observation will be crucial
to establish the following:

Theorem 1.9. Given a planar linear system x' = Ax whose matrix A has two distinct
real eigenvalues Ay and X\s. Let v, and vy be two eigenvectors of A with eigenvalues A\
and ), respectively, then any solution x(t) to the planar linear system x’ = Ax can be
expressed as:

1.9 x(t) = creMtvy + coe™tvy

where ¢ and cq are any real constants.

In order to establish Theorem 1.9, we review how to diagonalize matrix A using the
eigen-data.

Lemma 1.10. Given a 2 x 2 matrix A with two distinct real eigenvalues \; and .
Suppose vi and vo are corresponding eigenvectors with eigenvalues \; and A\, respectively.
Then the matrix A can be decomposed into the following diagonal form:

(15) A= [Vl VQ] |:)(\)1 A02:| [Vl Vg}_l .

Here [vi v3]is a2 x 2 matrix whose columns are vy and vs.

Remark 1.11. Note that the matrix [vl VQ] is invertible since v; and v, are linearly
independent. O
Proof of Lemma 1.10. Since v;’s are eigenvectors of A, we have:

A [Vl Vg] = [AVl AVQ}
= [)\1V1 )\QVQ]

y— Pol AOJ

As v, and vy are eigenvectors with distinct eigenvalues, they are linearly independent

and so the matrix [v; v»] is invertible. By multiplying [vi v2] ~! on both sides from
the right, we have

0 X
which is desired. O

A=[vi v Pl 0}[\,1 vo] ™

Now we are ready to prove the theorem using the diagonal decomposition of the
matrix.
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Proof of Theorem 1.9. For simplicity, we denote P = [vy v3] and D = {/\1 0}

0 A’
Should P be invertible, we have A = PDP~!. The diagonal decomposition of A has a
nice consequence toward solving linear ODE systems: if we let y = P~'x, then x = Py
and the ODE system x’ = Ax can be expressed as:

(Py)" = A(Py)
Py’ = APy (since P is a constant matrix)
Py’ = PDP Py
Py’ = PDy
y' = Dy.
Therefore under this change of variables y = P~!x, the ODE system x’ = Ax can be

transformed into y’ = Dy where D is a diagonal matrix. If we write y(¢) = Bl Eg} , then
2
y’ = Dy in equation form is:
Y1 (t) = My (t)
Ya(t) = Aoy ().

The system for y;(¢)’s is a decoupled one, and the solution for y;(t)’s can be found by
separation of variables. Precisely,

At

y1(t) = cre™’, Yo (t) = coe™?’!

where ¢; and ¢, are constants. In other words, the general solution for y’ = Dy is:

)\175
_ae™t |1 Azt |0
y(t) = |:62€)‘2t:| =cie™t [0} + coe™ L} .
Since x and y are related via the matrix P, i.e. x = Py, the general solution for the
original system x’ = Ax is:

x(t) = Py(t) = [vi va] (cle)‘lt H et m> .

It is easy to verify that [vi v] [(1)} =viand [vi vy [ﬂ = vy. Therefore,

X(t) = cle)‘ltvl + CQ€A2tV2

which is exactly what we need to prove. . d

Remark 1.12. Since (1.4) gives all possible solutions of the system x’ = Ax with
real distinct eigenvalues, it is called the general solution of the system. Note that (1.4)
applies only to the case where A has two distinct real eigenvalues. We have not accounted
for the cases where A has complex or repeated eigenvalues. O

1.2.2.1. Phase portrait of planar linear systems with distinct real eigenvalues.
The general solution formula (1.4) allows us to sketch the phase portrait of the planar
system x’ = Ax where A has distinct real eigenvalues.

The fate of each solution curve x(t) = c;eMtvy + coe*?tvy as t — Foo depends on

the signs of the eigenvalues \; and \,: the limit of e’ as t — 4oo is either 0, 1 or co
when ) is negative, zero or positive respectively.

Let’s first assume that both \; and \; are non-zero, and without loss of generality,
assume Ay < As.
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If \; > 0and )\, > 0, then x(t) = c;eMtvy + coe*?tv, approaches F:OO

ﬁ:oo] ast — oo

(except the case where ¢; = ¢ = 0), while x(¢) — {8

solution curves in the phase portrait are moving way from the origin. We call this type of
phase portrait a source. See Figure 1.4.

] as t — —oo. Therefore, the

If \; < 0and )\, < 0, then x(t) = c;eMtvy + cpe?2tvy approaches Ez

]ast—>—oo

(except the case where ¢; = ¢o = 0), while x(¢) — as t — +oo. Therefore, the

0
:
solution curves in the phase portrait are attracted to the origin. We call this type of phase
portrait a sink. See Figure 1.5.

Now suppose A; < 0 < Aq, or in other words, the eigenvalues of A are of different
signs. Recall that x(t) = cieMivy + coe’2fvy. Ast — oo, the coefficient c;eM? of v is
vanishing while the other coefficient c,e*?* of v, tends to +oo (here again assume c;
and c, are non-zero). Therefore, as time increases, the v-part becomes more dominant
than the vo-part, so the solution curves will approach asymptotically to the line spanned
by vi. The reverse scenario happens as ¢ — —oo. We call this type of phase portrait a
saddle. See Figure 1.6.

Figure 1.4. The diagram shows a source phase portrait. Solution curves are tending
away from the origin. Also, it can be noticed that the solution curves are tangent to one
of the straight-line solutions as t — —oo.

In all three cases (source, sink or saddle), there are two straight-line solutions
corresponding to the two linearly independent eigenvectors of A. For the source and
sink cases, you can observe from Figures 1.4 and 1.5 that the curves are approaching
tangentially to one of the straight-line solutions as ¢ tends to either +oo or —oo. To which
eigen-direction the curves approach depends on the how close A; and A, are from 0:

Proposition 1.13. Suppose x’ = Ax is a planar linear system with distinct, non-zero, real
eigenvalues \; and )\s of the same sign. Denote v, and v4 the eigenvectors with eigenvalues
A1 and \q respectively. Assume |A1| < |Az2|, then the solution curves in the phase portrait
are tangent to the eigenvector v, as they approach to the origin.

Proof. We will only prove the source case, i.e. the solution curves tend to the origin
as t — —oo. The sink case can be proved in a similar way, mutatis mutandis. While it



12 1. Linear Systems

101

05

0.0

-10

Figure 1.5. The diagram shows a sink phase portrait. Solution curves approach to the
origin tangentially to one of the straight-line solutions as time increases.

05

0.0

Figure 1.6. The diagram shows a saddle phase portrait. Solution curves are asymptotic
to the straight-line solutions as t — +oo.

is possible to prove this proposition by computing the asymptotic slope of the position
vector and show that it is the same as the slope of the line spanned by v, there is a
smarter way to establish this using a little bit linear algebra.

Recall from the proof of Theorem 1.9 that a solution x(¢) to the system x’ = Ax
can be expressed as x(t) = Py(t) where P = [v; v3| and y(¢) is a solution to the

diagonalized system:
PR .V
Y= lo n)”

Therefore, the phase portrait of the x-system can be obtained by transforming the phase
portrait of the y-system via the linear map associated to the matrix P. This transformation
takes the standard basis vectors (1,0) and (0, 1) in the y-portrait to the eigenvectors v;
and v, respectively in the x-portrait.
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As such, to establish this proposition it suffices to show the solution curves in the
y-system approach to the y;-axis as ¢ — —oo. The general solution to the y-system is:

At
_ |c1€
v = o).

Letting y = {yl (t)} , ONe can compute:
ya(t)

dya _ ys(t) _ cret?t — GGt

dyr  yi(t)  coeMt e '
As we assume that 0 < A\; < )Xo, we have Ay — A\; > 0 and so Z—zf — 0ast — —oo.
Therefore, the solution curves (with non-zero ¢; and ¢3) in the y-portrait approach to
the origin tangentially to the y;-axis, and hence the solution curves in the x-portrait
approach to the origin tangentially to the line spanned by v;. d

Exercise 1.6. Complete the proof of the Proposition 1.13 for the sink case.

Next we account for the case where one of the eigenvalues A\; and ), is zero. Without
loss of generality, let’s assume A; = A # 0 and A\, = 0. Then the general solution to the
planar system x’ = Ax can be expressed as:

x(t) = c1eMvy + v,

The phase portrait of this case is drastically different from the previous three cases we
have investigated. First take c, = 0, then the solution x(t) = c;e*v is a straight-line
solution through the origin and parallel to v;. Whether this straight trajectory tends to or
away from the origin depends on the sign of A\. Adding cyvs, which is a constant vector,
will parallel translate the solution line by cyv,. How much it translates depends on the
value of ¢y. Therefore, the phase portrait is a parallel family of straight-line solutions as
shown in Figure 1.7.

\\ AN w\ ~\\\ \\\ f A\ \\
WY w M\\ \\\\,w\
W \\\ \\\ wx\\

\ \\“ ARRLERRRARAG

-10 70 5 0 0.5 10

Figure 1.7. The phase portrait of the system ' = = + 2y, 1y’ = —3z — 6y The eigen-
values are 5 with an eigenvector (1, 3), and 0 with an eigenvector (—1, 2).

Note that the line spanned by the null-eigenvector® v, is not a solution line of the
system, but instead each individual point is a stationary solution of the system.

A null-eigenvector is an eigenvector with eigenvalue 0.
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Exercise 1.7. For each of the following matrix A: (i) find the general solution of the
system x’ = Ax, (ii) state the phase portrait type and (iii) sketch the phase portrait.

1 4 1 2 -5 1
(a)A:[z 3} (b)A:[O 3] ((:)A:[4 2}.

1.2.3. Complex Eigenvalues. We have settled all possible cases with distinct real
eigenvalues in the previous subsection. However, it does happen often in real life that
complex eigenvalues can occur even for a real 2 x 2 matrix. A quick example is the matrix

1 0
subsection.

[O _1] whose eigenvalues are +i. We are going to deal with the complex case in this

Throughout this subsection (and for most part of the course), A always denote a real
matrix although its eigenvalues may be complex. Since the characteristic polynomial
det(A — M) is real, if \ is a complex root then so does ). In other words, the complex
eigenvalues of a real matrix A must come in conjugate pair. If A is 2 x 2 with complex
eigenvalue A = o + Bi (where 8 # 0), then the other eigenvalue must be o — 87 and so
A has distinct eigenvalues.

Let v, and v, be complex eigenvectors corresponding to eigenvalues \; and A,
respectively. Although one can mimic what was done for the distinct real case to find the
general solution of x” = Ax with complex eigenvalues, it would only give us a general

complex solution. Let illustrate this by letting A = [O . Readers should verify that

1 0|
the eigen-data are:

)\1 = i Vi = _:Zlil
, [—i
)\2 = —1 Vo = i 1 :| .
The complex general solution is then given by:
x(t) = cret [ﬂ + e {11] , cy,co € C.

It left much to be desired because we began with a real problem but end up having a
complex answer! It is not trivial to figure out the geometry of the phase portrait.

Our approach of deriving the real general solution formula will be as follows:

B

(1) We begin by considering matrices of the form Q = o where « and 3 are

«
—B
real numbers and 3 # 0. These matrices have complex eigenvalues o 4 3i. We will
derive the real general solution of the system y’ = Qy. See Theorem 1.14.

(2) Next, we will use a bit Linear Algebra to show that any real 2 x 2 matrix A with
complex eigenvalues can be decomposed into the form of:
A=PpPQp!
where P is a suitably chosen invertible matrix and @ is a matrix of the form
a fp
-8 al

(3) Finally, as in the diagonal case, we make a change of variables by letting y(¢) =
P~1x(t). Then x(t) solves x' = Ax if and only if y(¢) solves y’ = Qy. Since the
real general solution of the y-system can be found, the real general solution of the
x-system can be derived via the relation x(t) = Py(¢).



1.2. Planar Linear Systems 15

1.2.3.1. General solution of systems in complex canonical form. We call a 2 x 2
matrix of the form @Q = { @ g a complex canonical form. The real general solution

—B

with matrix in this form is stated in the following theorem:

Theorem 1.14. The real general solution of the system y’ = Qy where QQ = Laﬁ g },

with «, 8 € R and 8 # 0, is given by:

ot | cospt ot | sin Bt
1.6) y(t) =cre [ sinﬂt] + e [cosﬁt} , c1,c0 € R,

Outline of Proof. We let y(t) = Bl gﬂ be a real solution of the system y’ = Qy, which
2

can be written as equations:
y1 = ayr + By
Yy = —Py1 + aye.
Define a function f : R — C by:
F(8) = (1 (1) + iya(t))e TP,

One can verify by straight-forward computation that f'(¢) = 0 provided that y(¢) is a
solution to the system y’ = Qy. Let f(¢) = ¢; + icy where ¢y, ¢ € R. It can be verified
that this implies:

y1(t) + iy2(t) = e*(cy cos Bt + cy sin Bt) + ie™ (—cy sin Bt + co cos Bt)
and that y(t) = [518] equals to the expression given by (1.6). O
2

Exercise 1.8. Verify all the detail left-out in the proof of Theorem 1.14.

Example 1.3. Let Q = (1) B whose eigenvalues are +i,i.e « = 0 and 5 = —1.
By Theorem 1.14, the real general solution of the system y’ = Qy is given by:
cost —sint
y(t) = {sint} te [cost]’ o, ¢z € R.
O

1.2.3.2. Phase portrait of planar linear systems in complex canonical form.
The sin and cos terms of the real general solution formula (1.6) suggests that the solution
curves in the phase portrait should be circular or spiral depending whether « is zero or
not.

When a > 0, e** — 0 as t — —oo whereas e®' — +o00 as t — +o0. Since | cos 8t| < 1
and |sin 8t| < 1, a simple squeezing argument shows that y(¢) tends away from the
origin. In contrast with the real distinct case, the solution curves are spiraling around the
origin (see Figure 1.8). We call this type of phase portrait a spiral source.

Similarly, when o < 0, e** — 0 as t — +o0. The solution curves y(¢) tend towards
the origin as ¢ — +oo in a spirally manner (see Figure 1.9). We call this type of phase
portrait a spiral sink.

If « = 0, the phase portrait consists of concentric circles centered at the origin (see
Figure 1.10). This type of phase portrait is called a center.
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The sign of a, i.e. the real part of the complex eigenvalue, determines the phase
portrait type of the planar linear system. The sign of 8 determines the orientation of the
solution curves. From the expression of the general solution (1.6), the solution curves

t in Bt . . . . .
Co.sﬁ and sin determine the clockwise/counterclockwise orientation of the
—sin 8t cos [t

phase portrait.
If 3 > 0:: then the solution curves travel in the clockwise direction as ¢ increases;
whereas
If 5 < 0:: then the solution curves travel in the counterclockwise direction as ¢ in-
creases.

-

L L L L L
-10 -05 0.0 05 10

Figure 1.9. A spiral sink: phase portrait of a system with & < 0 and 8 < 0

1.2.3.3. Complex canonical decomposition of 2 x 2 matrices. In the distinct
real case, we decompose the matrix A into the form of A = PDP~! where D is a
diagonal matrix. By the change of variable y = P~'x, it was shown in the proof of
Theorem 1.9 that x(¢) is a solution to the system x’ = Ax if and only if y(¢) is a solution
to the system y’ = Dy. The y-system can be easily solved.

We will do an analogous change of variables for the complex eigenvalues case, but
instead of having a diagonal matrix in the middle, we have a complex canonical form. The
next lemma shows that any 2 x 2 matrix A with complex eigenvalues can be decomposed
as A = PQP~! where @ is a complex canonical form. We will call this the complex
canonical decomposition of the matrix A.
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Figure 1.10. A center: phase portrait of a system with o = 0 and 8 < 0

Lemma 1.15. Let A be a 2 x 2 real matrix with complex eigenvalues o + (3i. Suppose v is
a complex eigenvector of A with eigenvalue o + (i. Denote the real and imaginary parts of
v by Ve and vy, respectively, i.e. v .= Vge + iviy,. Then:

A= [VRe VIm] |:_Oéﬁ §:| [VRe Vlm]71~

Proof. The given matrix A has complex eigenvalues o + i which are in conjugate pair.
It is also crucial to observe that their corresponding eigenvectors are also in conjugate
pair. To show this, let v be a complex eigenvector of A with eigenvalue « + 8i. Then
Av = (a+ fi)v and we have:

Av = (a+ Bi)v (take conjugate on both sides)
AV = (a + i)V (multiplicative property of conjugate)
AV = (o — Bi)V (since A is real)

Therefore v is an eigenvector of A with eigenvalue o — Si.

Now that v and ¥ are eigenvectors with distinct eigenvalues. By Theorem 1.8, which
also applies to the complex case, they are linearly independent. It is not difficult to verify
that Lemma 1.10 also holds for complex eigenvectors with distinct complex eigenvalues.
Therefore, we have:

1 la+ i 0 -1
1.7) A= [V v] [ 0 a—ﬂi] [V V} .
Note that [v V] is invertible because the columns are linearly independent.

Finally, the last step and also the key part of the proof is to relate [v ¥] with
[VRe Vim]. It can be easily seen that:

) ) 11
[V V] =[VRe +iVim VRe — iVim] = [VRe VIm] [ ; _l} .

Taking the determinant on both sides, we get:

_ 1 1
det [v v] = det [VRe vlm} -det L B ] .
Since v and v are linearly independent, we have det [v  ¥| # 0 and so det [vge Vim| #

0 as well. The matrix [Vge Vim| is invertible. By substituting [v V| = [Vre Vim] B _12}
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into (1.7), we arrive at:

(o DER 2o ] )
~ [V Vin] B —1¢] [aJ(r)Bi ) —0/%] [1 _12}_1 re vim] ™.

The proof can be completed by verifying

R e I

This is left as an exercise. U

. —1
Exercise 1.9. Verify that B _11} {a—gﬁz afﬁi} E _11] = [_ag g]

With Lemma 1.15, every 2 x 2 matrix A with complex eigenvalues admits a complex
canonical form A = PQP~'. Since the real general solution of y' = Qy was already
derived in Theorem 1.14, we can now solve for any planar system x’ = Ax with complex
eigenvalues via the relation x = Py. Precisely, we have the following:

Theorem 1.16. Let A be a 2 x 2 matrix with complex eigenvalues « + [3i, where o, f € R
and 8 # 0, and v = vge + iviy be a complex eigenvector (with real and imaginary parts
VRe and vy, respectively) of A with eigenvalue « + Si. Then, the real general solution of
the system x’ = Ax is given by:

(1.8) x(t)=P (qeat [_C(;isnﬂgt] + coe®t [22@?]) , c1,c0 €R,

where P = [Vge  Vim].

The proof is omitted here since it is in principle the same as in the distinct real case,
i.e. Theorem 1.9. The major difference is that the diagonal matrix D now becomes a
complex canonical form @, and the transformation matrix P has a different form. The
solving of y’ = Dy in Theorem 1.9 is now replaced by the use of Theorem 1.14.

Exercise 1.10. Write down the whole proof of Theorem 1.16.

1.2.3.4. Phase portrait of planar linear systems with complex eigenvalues.
Theorem 1.16 asserts that the real general solution of any planar linear system x’ = Ax
with complex eigenvalues can be obtained by multiplying an invertible matrix P by the
general solution of the corresponding system y’ = Qy in complex canonical form, so the
phase portrait of the x-system is the transformed image of the y-portrait by the linear
map associated to P. The type of the phase portrait (spiral source, spiral sink or center)
is preserved since A and ) have the same complex eigenvalues. The solution curves,
however, may be distorted, rotated, and more elliptic than those in a complex canonical
form system. See Figure 1.11 as an example.

However, one should note the orientation of the solution curves in the x-portrait may
not be the same as in the y-portrait. It is because the linear transformation associated to
P may change the orientation! From Linear Algebra, a linear transformation associated
to a matrix P preserves the orientation if det(P) > 0, and reverses the orientation if
det(P) < 0. Therefore, to determine the orientation of the solution curves, one should
take both the sign of 8 and the sign of det(P) into account.
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Figure 1.11. A spiral source: phase portrait of the system: z’ = z — 4y, vy’ =4z + 5y

To summarize the above discussion, we let x’ = Ax be a planar system with complex
eigenvalue « + i, and v = vge + iviy be a complex eigenvector of A with eigenvalue
o+ fBi. Let P = [Vre Vim|. The phase portrait is a:

e spiral source if o > 0;
e spiral sink if o < 0;
e center if « = 0.

The orientation can be determined by Table 1 below.

Table 1. Orientation of solution curves with complex eigenvalues

det(P) >0 det(P) <0
B8>0 clockwise counterclockwise
B8<0 counterclockwise clockwise

1.2.4. Repeated Eigenvalues. The last case for deriving the general solution of a
planar linear system x’ = Ax is that the matrix A has a repeated real eigenvalue \. It
happens when the characteristic polynomial det(A — 2I) can be factorized as (z — \)2.
Note that in the planar case, it is not possible to get a repeated complex eigenvalue since
complex roots of a real polynomial must appear in conjugate pairs. However, readers
should note that repeated complex eigenvalues may appear in higher dimensional linear

systems.

Back to planar systems, suppose from now on A is a 2 x 2 real matrix with a repeated
eigenvalue \. In order to find the general solution of x’ = Ax, we introduce the Jordan
canonical form which, in 2 x 2 case, is a matrix of the form:

Al
=15 3
We are going to show that any 2 x 2 matrix A with a repeated eigenvalue A\ can be
decomposed as A = PJP~! for a suitable invertible matrix P (unless A is simply
AI). We call this a Jordan decomposition. Then, in order find the general solution of
x' = Ax, we do the same ‘y-trick’ again: let y(t) = P~'x(¢), then x(t) solves x' = Ax
if and only if y(¢) solves y’ = Jy. The general solution to the system with a Jordan
canonical form J as the matrix can always be found. As in the diagonal and complex

case, the general solution of the x-system can be obtained by multiplying the matrix P to
the y-system.
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Walking on a similar path as in the complex case, we first find the general solution
to the planar system y’ = Jy where J is a Jordan canonical form.

Theorem 1.17. The general solution to the system'y’ = Jy where J = B i\] is:

(1.9) y(t) = c;eM B} + coe™ ﬁ] , c1, ca €R.

Proof. Lety(¢) = [31(75)] and rewrite the system y’ = Jy in equation form:

Y= A1+ ye
yé = \y2.

Clearly, the second equation gives y, = coe* for some ¢, € R. Substitute this into the
first equation, we get:
Yy = My1 + coe
where is an ODE of one unknown function y;. Some trial of separation of variables
should convince you that this equation is not separable. Fortunately, it can be solved by
so-called the method of integration factor. Multiply e~** on both sides of the equation.
After rearranging, we get:
(37>‘ty'1 — e My, = ¢o.

It is worthwhile to note that the left-hand side can be rewritten as a total differential.
Precisely, we have:

d .
— (e =€
dt( Y1)
Reader should verify this using the product rule. It then implies

—At, 1 — At
Y1 — e Yy = co.

e_Myl =cot+c1, c1 €R
Finally, multiplying both sides by et yields:

At At
Y1 = cre” + cote”,

At At
yi| _ |cie™ +eate™| (1 At |t
[92] B { caet ] - ac {0 ect i

as desired. O

and so

1.2.4.1. Phase portrait of planar linear systems in Jordan canonical form. As
can be seen from (1.9), the fate of the solution curves y(¢) as ¢ — +oo is completely
determined by the sign of \.

When A > 0, y(¢) tends to 0 as t — —oo while it blows up as ¢ — +oo. The phase
portrait (see Figure 1.12) is a source.

When A < 0, y(¢) tends to 0 as t — +oco while it blows up as ¢ — —oo. The phase
portrait (see Figure 1.13) is a sink.

These sources and sinks, however, look a bit different from the case of distinct real
eigenvalues. There is only one straight-line solution, which happens when ¢; = 0, in
contrast to the distinct real case.

It can be easily verified that when c; # 0, the slope is given by:

@ o % o CgAeAt 62)\

dyr Y, cideM + ca(eM + Atert) - A+ co(1+ At)
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which tends to 0 as ¢ — +o0. Therefore, the solution curves is tangent to the y;-axis as it
approaches to the origin and also become more and more horizontal as they blow up.

The degenerate case again happens when A = 0. In this case, the general solution

becomes:
v =a]] vef] = [2] +[3].

The phase portrait of the degenerate case is a family of parallel lines parallel to the
y1-axis. When ¢; > 0, the solution line is traveling in the positive y; -direction, whereas
when ¢, < 0, the solution line is traveling in the negative y;-direction. However, when
¢o = 0, the solution is a stationary point (c;,0). Therefore, the y;-axis is not a solution
line, but each point on the y;-axis by itself is a stationary solution to the system (see
Figure 1.14)

101

~
1

0.0

-05F

Figure 1.13. A sink where the matrix of the system with a negative repeated eigenvalue.

1.2.4.2. Jordan decomposition of 2 x 2 matrices with repeated eigenvalues.
We are going to show that every 2 x 2 matrix A with repeated eigenvalues must admit a
Jordan decomposition A = PJP~!. After this is established, one can find the general
solution of all planar linear systems with such matrices using the ‘y-trick’ as in the
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Figure 1.14. A degenerate type of phase portrait of the system with a zero repeated eigenvalue.

diagonal and complex cases. In order to establish this, we need the following celebrated
theorem in Linear Algebra:

Theorem 1.18 (Cayley-Hamilton’s Theorem). Any square matrix A satisfies its own
characteristic polynomial. Precisely, suppose A is d x d and its characteristic polynomial is
given by:

det(A—zI) =co+c1x + cox® + ... + cqz?.
Then, the following holds:

COI+C1A+C2A2+...+chd:O.

The proof of this theorem can be found, for instance, in Friedberg-Insel-Spence’s
Linear Algebra book. The special case where A is a 2 x 2 matrix can be verified by direct
computations:

Exercise 1.11. Let A be an arbitrary 2 x 2 matrix {Z Z] First verify that the
characteristic polynomial det(A — zI) is given by:

22 — (a4 d)z + (ad — be).
Then, verify by direct computation that A satisfies:

A%~ (a+ d)A+ (ad — be)] = {8 8}

In particular, if A has a repeated eigenvalue )\, what can you say about the matrix
(A—M\I)2?

Theorem 1.18 will be crucial to prove that any 2 x 2 matrix with a repeated eigenvalue
must have a Jordan decomposition.
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Lemma 1.19. Let A be a 2 x 2 matrix with a repeated eigenvalue \. Then, either A = I,
or there exists two linearly independent vectors vy and v satisfying

(A= X)vi =0 (i.e. vy is an eigenvector of A)
(A= A)va =vy (note that v, is not an eigenvector of A)

such that:

(110) A= [Vl VQ} |:(>)\ i\:| [Vl VQ]_l .

Proof. Given that ) is an eigenvalue and A is 2 x 2, there are two cases to consider:

o dimnull(A— A) =2, 0or

o dimnull(A — A\I) =1.
Here null(A — AI) denotes the null space of the matrix A — AI. Any non-zero vector in
null(A — A\I) is an eigenvector of A with eigenvalue .

The first case implies A = A\I (see Exercise below). For the second case dim null(A4 —
AlI) =1, suppose null(A — AI) = span(vy), then v, is an eigenvector of A and any other
eigenvector of A must be a constant multiple of v;. Pick any vector w in R? such that v,
and w are linearly independent, then we consider the vector (A — AI)w.

Since A has a repeated eigenvalue ), its characteristic polynomial must be given by:
det(A — zI) = (z — N2
By Theorem 1.18, the matrix A satisfies its own characteristic polynomial, and so
(A= XI)?=0.
Therefore, we have (A — AI)[(A — A)w] = (A — AI)?w = 0. This shows (A — \)w
is an eigenvector of A with eigenvalue ), and by the assumption of this case that
null(A — A\I) = span(v;), we must have
(A—M)w =cv; forsomeceR.

This ¢ cannot be zero, otherwise (A — \I)w = 0 then w is also an eigenvector of A with

eigenvalue )\ and hence w would a constant multiple of v;. It contradicts to our choice
of w that v; and w have to be linearly independent.

Now ¢ # 0, we have:

(A-ADY = v,.
C
Define v := ¥, then v; and v, are a pair of linearly independent vectors that satisfy
(A — )\I)Vl =0

(A - )\I)VQ = V.

Finally, these relations imply Av; = Av; and Avs = v; + Av, and we are left to verify
(1.10):

A [Vl VQ] = [AVl AVQ]
= [)\vl Vo + )\vl]

— [ v [g ﬂ

Since v; and vy, are linearly independent, the matrix [vl vz} is invertible and therefore
(1.10) can be proved by multiplying [vl vz} ~! on both sides from the right.
O
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Exercise 1.12. Complete the first case in the proof of Lemma 1.19, i.e. show that if
dimnull(A — A\I) = 2 for a 2 x 2 matrix A, then A = AI.

Using the ‘y-trick’ which we have been using, we can now derive the general solution
of planar linear systems x’ = Ax where A has a repeated eigenvalue ).

Theorem 1.20. Given a 2 x 2 matrix A with a repeated eigenvalue \. If A = M\, the
general solution to the system x' = Ax is:

x(t) = eM M .

C2

A1
0 A
invertible matrix P, as shown in Lemma 1.19, and hence the general solution of the system
x' = Ax is:

(1.11D) x(t)=P (cleM [(ﬂ + coe {ﬂ) , ¢ co € R,

Otherwise if A # A\, then A admits a Jordan decomposition A = P P~ for some

Proof. For the first case if A = A1, the system x’ = Ax is simply two decoupled ODEs:
) = A\zy
Th = A\Ts.

Solving each equation separately yields z; () = c;e* and x5 = coet. Hence,

x(t) = e M .

C2

For the second case A # AI and so A admits a Jordan decomposition A = P B i\] P,

Let y = P~!x, then x(t) solves x' = Ax if and only if y(t) solves y’ = [3 ﬂ y. By
Theorem 1.17,
1 t
y(t) = c;eM {0} + coeM [1} .
Since x(t) = Py(t), we have (1.11) as desired. O

1.2.4.3. Phase portrait of planar linear systems with a repeated eigenvalue.
For a planar linear system x’ = Ax where A has a repeated eigenvalue ), if A = AI then
by its general solution formula the phase portrait is a family of straight-lines passing
through the origin. Whether it tends to or away from the origin depends on the sign of ).

For the generic case where A has a Jordan decomposition A = P.JP~!. The general
solution formula (1.11) tells us that the phase portrait of the system x’ = Ax can be
obtained by transforming that of the system y’ = Jy by the linear map associated to P.
Since P transforms the vector (1,0) on the y-portrait to an eigenvector v; of A in the
x-portrait, the x-portrait consists of solution curves which are tangent at the origin to
the line spanned v;. An example of such a phase portrait is shown in Figure 1.15.

Exercise 1.13. Find a Jordan decomposition of each matrix A below, i.e. express
the matrix A in the form of PJP~! where P is an invertible matrix and J is a Jordan
canonical form. Then, write down the general solution of the system x’ = Ax, and
find the solution x(¢) with initial condition x(0) = (1, —2).
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Figure 1.15. A source phase portrait of the following system with repeated eigenvalues:
=4z +vy, Yy = —z+6y.

A1 A2 type of phase portrait
real, positive real, positive source

real, negative real, negative sink

real, negative real, positive saddle

complex, positive real part complex, positive real-part spiral source
complex, negative real part complex, negative real-part  spiral sink

complex, negative real part complex, positive real-part not possible

Table 2. Phase portrait types of linear systems x’ = Ax when all eigenvalues of A has
non-zero real part. Denote A1 and A2 the two eigenvalues of A. Without loss of generality,
assume A\ < Ao.

. 7 1 .. 2 -3 4 1
() A= {0 7} (i) A = [3 _4] (iii)) A = [_1 6]'
Exercise 1.14. Let A = 2 ;) where q is real. In the table below, fill in the range

of value(s) of a for which the system x’'(¢) = Ax(t) has the type of phase portraits
indicated on the left column. Fill in “p" (i.e. the empty set) for those phase portrait
type(s) that cannot exist under this system.

Type of phase portrait Range of value(s) of a
saddle

sink

source

spiral sink
spiral source
center

Exercise 1.15. Consider the second-order equation z” + bz’ + kx = 0. By rewriting
this ODE into a planar linear system, determine all possible phase portrait types and
indicate the range of values of b and £ in which each portrait type occurs.
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1.3. Matrix Exponentials

This section presents an elegant and unified approach to linear ODE systems with constant
coefficients. This approach, known as matrix exponentials, not only unifies all three cases
(distinct real, complex, repeated eigenvalues) of planar linear systems and extend to ,
but also gives an explicit form of general solutions to linear systems of any dimension
without regarding to the eigendata, which may be difficult to find in higher dimensions.

In one dimension, the solution to the initial-value problem z’(t) = az(t), x(0) = xo
is given by x(t) = xge®. The exponential term e** can be written as an infinite series:

o0 ko %0 _ksk
eatzz(at) :Zat
k! k!

k=0 k=0
Now take a square matrix A of any dimension, we are going to define the matrix
exponential of A, denoted by e or exp(A), such that the solution to the initial-value
problem x’ = Ax, x(0) = x, can be written as x(t) = e!4x,, which is analogous to the
one dimension case (with the constant matrix A replaces the role of ¢ in one dimension).

Definition 1.21 (Matrix Exponentials). Given a square matrix A of any dimension, we
define e (or alternatively denoted by exp(A)) by:
oA

N k!’
k=0

where A° is defined to be I, the identity matrix with the same dimension as A.

Remark 1.22. While it makes perfect sense to add up finitely many matrices, convergence
has to be justified when summing up infinitely many matrices. It will be done later after
computing a few examples. O

)\1 0 k )\]f 0
Example 1.4. Let A = , then A" = i |- Therefore
0 A 0 A3

iy //\Tllj 0 _feM 0
0 oo M| T 10 et |’
k=0 k!

O

b
one should observe that

2% _ ¢ qvkp2k |10 2%+1 _  ykg2kt1 | O 1
A_(1)9[0 J,A = (pree |

Example 1.5. Let A = ] . By computing the first few powers A%, A3, A%, ..

for any k > 0. Therefore, by splitting up >, ‘;‘TT into even and odd terms, we get:
e A2k e A2k+1 e (_1)k92k 1 0 e (_1)k92k+1 0 1
=Y Gt o S e o 1t a0
e + + .
] ! ! =
= (2k)! = (2k +1)! = (2k)! [0 1 P (2k + 1)! 10
Recall that the Taylor’s series of sin # and cos 6 are:
) B > (_1)k92k+1 B e (_1)k92k
SIHQ—ZW7 COSQ—ZW

k=0 k=0
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A_ ey |t 0 . 0 1] [ cos#  sinb
Therefore, e = (cos ) {0 1 + (sin ) 1ol T sne cosol 0

A

Exercise 1.16. Let A = 1] , express e as a single matrix.

A
0 A

1.3.0.1. Norm of a maftrix. Although e# is defined in every example we have seen
so far, you may wonder whether it is so in any square matrix. The answer is yes! In order
to justify this, we first introduce the concept of norm of a matrix, which will also appear
frequently throughout the course.

Definition 1.23 (Matrix Norm). Given a matrix A (not necessarily square), the norm
of A is defined as:
[All = sup{|Ax] : |x| = 1}.

Remark 1.24. From now on, we will use double lines ||-|| for the norm of a matrix defined
as above, and single lines |-| for the Euclidean norm of a vector. O

Remark 1.25. In case of R?, think of a matrix A as a linear map, taking x to Ax. The set
{|x| = 1} represents the unit circle centered at the origin. The linear map associated to A
transforms the unit circle to a ellipse centered at the origin. The geometric interpretation
of || A]| is the furthest distance of points on this ellipse from the origin. O

The following are some useful properties of the norm of a matrix.

Lemma 1.26 (Properties of Matrix Norm). Given any matrices A, B and C such that
AB and B + C are defined, we have

(1) ||A|| >0, and ||A|| = 0if and only if A = 0.

(2)  ||cA|| = || ||A]| for any ¢ € R.

3 B+Cl<[B[+C]

(4)  |Ax| < ||A|||x]| for any vector x such that Ax is defined.
) [IAB| < [[Al[ Bl

Proof. We leave (1), (2) and (3) as exercises for readers. To prove (4), take an arbitrary
vector x. If x = 0, (4) is trivially true. Now assume x # 0, then the vector Tl is a unit

vector. By the definition of matrix norm, we have

()

< sup{|Ay] : [y| =1} = [|A].

Therefore,
1

o [Ax| < (Al

(B3]
which implies |Ax| < || 4] |x].

To prove (5), we consider an arbitrary vector y such that |y| = 1. Then using (4),
we have:
|ABy| < || All [By| < Al |BI ly| = [ All | B]] -
Note that |y| = 1. Therefore, taking max over all unit vectors y, we have:
[AB| :=sup{|ABy|: |y| =1} < [|A] | B]

as desired. U
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Exercise 1.17. Prove (1), (2) and (3) of Lemma 1.26.

Using these properties, we can now prove that matrix exponential of any square
matrix A must be well-defined. For any matrix P, we denote [P];; the (4, j)-th entry of P.

Proposition 1.27 (Well-definedness of e?). Let A be a square matrix. The (i,7)-th
component of e, which is the following infinite series,

>
k=0

A

must converge. Therefore, e is a well-defined matrix for any square matrix A. Further-

more, we have ||e|| < el 4.

Proof. We first show that for any square matrix P, we must have |[P];;| < ||P|| . The
argument goes as follows: the j-th column of the matrix P is the components of the
vector P(e;) where e; is the j-th standard basis vector, i.e. P(e;) = ) .[P]i;e;. By the
definition of matrix norm, we have

|P(ej)| < |17 (since e; is unit)
Z[P]ijei

i

> IPl* < 1P|

%

<P

Since for each i, we have |[P];;| < \/|[Phj|2 + ...+ [Py \/Z [P);;|°, and so
[Plis| < [I1P]]-
Now we use the absolute convergence test to show the following infinite series

oo [AMy der-
> heo i+ converges. Consider:

1Ak A
- kT K

[AF],
k!

The last inequality follows from (5) of Lemma 1.26. Since 3"~ ”é!‘k converges to ell4ll,

k ..
by comparison test and absolute convergence test, > .- [Ak!]” converges absolutely. It

shows e is defined.

To show the last part of the proposition, we use (3) and (5) of Lemma 1.26:

5 a Z A _

k=0
as desired. O

el =

Exercise 1.18. Given a sequence of d x d matrices {A, }>2 ;, show that 4,, converges
to a d x d matrix A if and only if lim ||A, — Ax|| = 0.
n—r oo

1.3.0.2. Solution to linear systems with initial conditions. Having established that

is well-defined, we are about to prove that the initial-value problem x’ = Ax, x(0) =

X has a solution x(t) = e!“x, analogous to the one dimension case.

€A
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Theorem 1.28. Let A be a d x d matrix and x is any given vector in R%. Then the
initial-value problem
x' = Ax, x(0) =x

has a solution x(t) = e*4xq.

Proof. Let x(t) = e!“x,, then

d St A
re
X(t)—ﬁz ST X0

n=0
We want to differentiate the infinite series term-by-term. In order to do so, recall that we
have to justify that as N — oo:

N n n
(@D)] T Z | Xo converges uniformly on any open interval (a, b), and

2 Z

Note that (2) follows directly from Proposition 1.27. For (1), we compute that:

xo converges pointwise on (a, b).

d trLAn N tn— lAn
dtnZ n! Z n—1)!

For any ¢ € (a,b), we have for each term that:

n— n n—1 n—
t" 1A < A (lal + b))~ [ A]I" [xo|
x| < JA]" xo] < -
(n—1)! (n—1)! (n—1)!
b n—1 A . .
Since Z (Jaf + | 1'; " ol converges as a series of real numbers — can be easily
(n—
e - lAn
checked by ratio test, Weiestrass’ M-test shows the series of functions Z ] X0
n= 1 :
converges uniformly on (a, b). It proves (1).
By term-by-term differentiation, we get
s tn—lAn oo tnAn+1
! _ —
X(t)—;(n_l)!xo—; nl 0
o AT
(2w
n=0
= Ax(t)

Clearly x(0) = e’xq = Ixo = xo. Therefore, e!“x is a solution to the given initial-value
problem. O

We say in the statement of Theorem 1.28 that the initial-value problem has a solution
given by e*4x, because we haven’t shown the solution is unique. Now we are about to
prove the uniqueness of this solution. In fact, we have a stronger result:
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Theorem 1.29 (Continuous Dependence Inequality for Linear Systems). Let A be d x d
matrix, and xg, yo be two given vectors in R%. Suppose x(t) and y(t) are solutions to the
following initial-value problems respectively (with the same matrix but different initial
conditions):

x' = Ax, x(0) =x
y' = Ay, y(0)=yo,
then we have

(1.12) x(t) — y(t)| < |x0 — yo| eIl for any t € R.

Remark 1.30. We call Theorem 1.29 the Continuity Dependence on Initial Data because
(1.12) shows that in short-time, a slight change of the initial data will only change the
solution a little. We will see later that this kind of continuity dependence also holds for
nonlinear systems assuming the vector field F(x) is sufficiently regular. O

As an easy corollary to Theorem 1.29, if x(¢) and y(¢) are solutions with the same
initial data, i.e. x9 = yy, then it is necessary that x(t) = y(¢):

Corollary 1.31 (Uniqueness of Solutions to Linear Systems). The solution to the initial-
value problem
x' = Ax, x(0) =x

tAx is the only solution.

is unique. Hence, x(t) = e

Proof of Theorem 1.29. The inequality (1.12) trivially holds when ¢ = 0. We first
assume t > 0. We consider:

[x(8) = y (O = (x(t) — ¥ (1)) - (x(t) — ¥(1))
d

%IX(t) () =2(x(t) — y(t)) - 7 (x(t) —y(®)) (product rule)
o) = y(0) A — 3()  Gince ' = Axand y' = Ay)

<2|x(t) —y(t)| - |Ax(t) —y(t))] (Cauchy-Schwarz’s Inequality)

<2x(t) —y ()| - |All1x(t) — y(t)| (by (4) of Lemma 1.26)

< 2[J Al - [x(t) =y ().

Therefore, by the “integrating-factor” trick:

4 (0 ) — y (O ) = 2140 (L beto) = (O = 240 - () - y(o)

<0
Hence, for any ¢ > 0, we have:
eIt x(t) — y ()7 < e 21410 [x(0) — y(0)* = [x0 — yol*.

By rearrangement, one can prove (1.12) for ¢ > 0.

The case ¢t < 0 is almost the same, except for the Cauchy-Schwarz’s Inequality one
should consider

2(x(t) =y (1)) - Ax(t) = y(1)) = =2 |x(t) —y(O)] - [A(x(t) = y(1))]

instead. The detail of this case is left as an exercise to readers. O
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Exercise 1.19. Complete the proof of Theorem 1.29 for the case ¢ < 0.

Proposition 1.32. Given two real numbers t and s, and a square matrix A, we have

(1.13) elthesA = o(ts)A,

Corollary 1.33. For any square matrix A, e™* = (eA)_l. Therefore, e must be invert-
ible.

Proof (not rigorous).

k=0 1=0

_ i thst ks

o kNl
k, 1=0
0 tkSl

- Z Z T Akl (sum up along diagonals of the (k, [)-array)
J=0k+l=j
oo thgi—k )

_ Z Z Ho—F Al (re-label indices: [ = j — k)
: -\ —Fk):
=0 k=0

The binomial theorem asserts that (t + s)7 = 57_, W'_k),tk si=k, so from above, we
deduce:

2 (t+s)A S ((t+5)A)
etAesA _ Z ( : _ Z : _ e(tJrs)A
§=0 ! j=0 J!
as desired. The corollary follows directly from ¢® = I. d

We say the proof is not rigorous because it involves rearrangement of a double-
indexed sum (over k, [) into a diagonal sum. It has to be justified rigorously by estimating
the remainder terms and proving that they go to zero (see my lecture notes on MATH
4023, in which we proved e*e? = e*T for any complex numbers z and w). As a
course on theory of ODE, we provide an alternative proof using the uniqueness theorem
(Corollary 1.31) that we have just proved.

Proof of Proposition 1.32. Consider two curves
X, (t) :=eetxy and Y (t) := e 4%,

where x is any vector in R?. Here we regard t as the variable and s as fixed. We claim
that for any fixed s € R, both X,(¢) and Y(¢) solve the ODE system x’(¢) = Ax(t) with
the same initial data. It would then follow by Corollary (1.31) that X, (t) = Y,(t) for
any t € R.
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d d
s (t) tAesA

—_— —€ X
dt 0

T dt

d
— (dtetA> esAXO

= Aete*x, (from Theorem 1.28)
— AX, (1)
d

d
@Ys (t) = — e+,

dt

d p(tH9)A d(t + s)
d(t + s) dt
= Ae(tt9)x,
= AY,(t)

Hence, both X,(¢) and Y,(¢) satisfy the ODE system x'(¢) = Ax(t) for any fixed s € R.
For their initial values at ¢ = 0, we can check that they are also the same:

Xs(0) = Ie*%x = e¥4x%q

YS (0) = 6(0+S)AX(] = GSAX().

.XO

By Corollary 1.31, we have et4e*4xy = e(tT9)4x for any ¢, s € R and any x, € R%. This
show et4es4 = ¢(t+9)4 for any ¢, s € R. O

Exercise 1.20. Let A, B and P be square matrices of the same dimension, and
further assume that P is invertible. Show that:

(1) ePAP’1 _ PeAP—l
(2) Aed =etA
(3) If AB = BA, then e?eP = eBe? = ¢A1+B, Using this, express exp [g oﬂ

as a single matrix.

1.3.0.3. Flow of a linear system. Theorem 1.28 and Corollary 1.31 assert that
x(t) = e*x, is the only solution to the initial-value problem x’ = Ax, x(0) = xo.
Therefore, starting at any point x, on the phase portrait, there is one and only one
trajectory passing through it, and x(¢) = e!“x, can be thought as flowing along the
trajectory through x, for ¢ unit time. This concept motivates the introduction of the
flow map of a linear system:

Definition 1.34 (Flow of a Linear System). Given a system of ODEs x’ = Ax on R?, the
flow of the system, denoted by ®(-, ) : R x (—oc0, 00) — R9 such that for any x, € R¢,
®(xo, ) is the point on R? reached by flowing along the trajectory from x, for ¢ unit
time. Equivalently, the flow ®(-,t) is sometimes denoted as ®;(-) : R? — R,

Remark 1.35. The flow can be defined similarly for nonlinear systems, but one should
first justify uniqueness and the time interval has to be restricted so that the solution is
defined. We will do these in the next chapter. O

Remark 1.36. For linear systems x’ = Ax, the flow is explicitly given by
®,(x0) = et xq.

However, an explicit expression of the flow for most nonlinear systems are usually
extremely difficult to find. O
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The flows, for both linear and nonlinear systems, will be used frequently throughout
the course. One advantage of using flows ®,(x() instead of using x(¢) to represent
a solution to an initial-value problem is that one can read off the initial condition
immediately from the x(-slot. If one uses x(t), one has to declare aside that its initial
condition is given by x(0) = x(, which can be cumbersome and confusing if there are
many initial conditions being considered simultaneously.

Another feature of using flows concerns about taking compositions of two flows.
Since for any given ¢, s € R and x, € RY, we have:
(P4 (x0)) = P (¢"'x0)

— esAetAXO

= et 4x, (from (1.13))

= (I)s+t (Xo) .
Therefore, ®; o &, = &, ,, meaning that flowing along the trajectory starting from x,
for ¢ unit time, followed by flowing along for s unit time, will reach the same point as
flowing along the trajectory starting from x, for s + ¢ unit time. It is consistent with our

intuition. Evidently, this fact can easily be seen using flows but it is not quite clear why it
is true if one labels the trajectories by x(¢) and y ().

By Theorem 1.29, the flow ®,(-) can be shown to be continuous:

Proposition 1.37 (Continuity of Flow for Linear Systems). Let ®;(-) : R¢ — R be the
flow of a linear system x' = Ax. Then ®(-) is continuous function from R? to R%.

Proof. Using the flow, (1.12) can be rewritten as:
(1.14) |®4(x0) — @4 (y0)| < [x0 — yo| el AN

Fix t € R, regarding y, is fixed and x, is a variable. When x, — y,, meaning that
|xo — yo| — 0, the right-hand side of (1.14) tends to 0. The squeezing principle shows
we have |®;(xg) — P+(yo)| — 0, or equivalently, ®,(xq) — ®(yo) as xo — yo. Therefore,
®,(-) is continuous. O

Remark 1.38. The flow must be continuous, even differentiable, in the ¢-slot, since
®,(xg) is defined to be the solution x(¢) that solves the system x’ = Ax with initial
condition x(0) = x¢. Therefore,

%@t(xo) =X(t) = Ax(t) = A®4(x0).

d

Remark 1.39. Since for each fixed ¢t € R the flow &, : R¢ — R? is invertible with
inverse ®_; being also continuous, in topological terminology we call the flow ®; a
homeomorphism of R? to itself. O

The expression x(t) = e*4x as the solution to the initial-value problem x’' =

Ax,x(0) = x, although works for any square matrix A, is not as explicit as it may
seem. The matrix exponential ‘4 is defined by an infinite series of matrices. Each
term of the series involves the power A*, which cannot be computed easily. In fact,
we need to find the eigen-data and a canonical decomposition in order to find A*. In
higher dimensions, finding solutions to linear systems with matrix A will require a good
canonical decomposition of the matrix. We will not go into that because it will deviate
from the main theme of this course. Interested readers may consult Chapters 5 and 6 of
Hirsch-Smale-Devaney’s book for the Linear Algebra treatment of ODE systems in higher
dimensions.






Chapter 2

Existence and Uniqueness

This chapter is about the existence and uniqueness theorems of ODEs. The purpose of
establishing the existence and uniqueness theorems is that nonlinear ODEs are extremely
difficult to solve, but in many applications in other areas such as differential geometry,
it is not necessary to know the explicit solution yet we need to make sure there is a
solution.

If you have taken some elementary ODE courses, you probably have learned various
methods to solve some types of ODEs. These methods might include separation of variables,
integration factor, characteristics equations, variation of parameters, Laplace’s Transforms,
etc. However, you probably have realized that these toolkits are far from being complete
for solving all ODEs. One can easily write down a nonlinear ODE such as:

y'(t) =logsin(y(t)* + %), y(0) = 1.
It is almost impossible to find the explicit solution even using computer softwares.

For nonlinear ODE systems, solving for explicit solutions is much harder even for a
simple nonlinear ODE system like this:
x/ _ 1‘2 —y
Y =x+y*+1

Another goal of working through the existence theorem is to give you a taste of how
differential equations interact with analysis. While most undergraduate ODE/PDE courses
focus on solving differential equations, the studies of PDE at graduate or research level
require a strong background in analysis, especially functional analysis.

2.1. Contraction Maps and Iterations

Let’s begin by a discussion on the following problem.

Problem 2.1. Suppose you put a map of the HKUST campus on a flat table inside a
building at HKUST. Assume the map has size smaller than the HKUST campus (a fairly
sensible assumption). Prove that there must be a point on the map which is directly
above the actual point it represents, no matter how you orient the map.

You may think this problem is completely off-topic, but you will realize later the key
idea of the existence theorems actually stem from this problem. To formulate Problem 2.1
in a mathematical way, we denote U the set representing the whole HKUST University

35
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including its boundary. Define f : U — U to be the function that takes an actual point x
at HKUST, to the point f(x) on the map that represents this point x.

f(x) is in U since the map is put inside HKUST. To solve Problem 2.1, we need to
find a point y, € U such that
f(yo) =yo
so that the point f(yo) on the map is equal to the point y, which it represents.
We will show that such a y, always exists. The key ingredient is that such a function

f must be a contraction. Precisely, there exists a positive « < 1, such that given any
x, y € U, we must have

2.1 If(x) = f¥) < alx—yl.

Obviously, this assumption makes sense because the distance between any two points on
the map is significantly smaller than that between the two actual points at HKUST they
represent. The argument for the existence of such a y(, which we call it a fixed-point of
f, is through an iteration argument.

We take any point x; € U, and consider x := f(x1). If xo = x3, then x; is the
desired fixed-point, and we are done. Otherwise, look for x5 := f(x2), x4 := f(x3) and
continue indefinitely, i.e. x,,11 := f(x,,) for any integer n > 0. Intuitively, the distance
between two adjacent points should be decreasing as the process continues. It can be
verified by (2.1) that for any integer n > 0,

Xnt1 = Xn| = [f(xn) = f(Xn-1)| < a@|xp — Xp-1] -
Inductively, one can show:
|Xn+1 - Xn| <a IXn - Xn—l|

<a?Xp_1 — Xy

<a" xg —xq.

Next, we consider the infinite series >~ , [x,+1 — X, |, which is bounded above by
the geometric series Y -, a" ! |xy — x;|. Note that |xo — x1| is regarded as a con-
stant. As the common ratio « of the geometric series is strictly less than 1, the series
oo a™ ! |xs — x| converges, so by comparison test, the series

00
Z |Xn+1 - Xn|

n=1
converges too.

Finally, the absolute convergence test shows the telescoping series >~ | (X 41 — Xp)
converges. Then for any integer N > 1, we have:

XN:X1+(X2—X1)+(X3—X2)+...—|—(XN—XN,1)

N—-1
= X1 + T; (Xn+1 - Xn)a

constant vector

converges as N — oo

Letting N — oo, this shows xy, as a sequence, must converge too. If we denote
yo = lim,_, - X,, then letting n — oo on both sides of x,,+1 = f(x,), we get yo = f(y0),
where we used the fact that f is continuous as guaranteed by the contraction inequality
(2.1). Therefore, such a fixed point y, always exists and it is exactly the point on the
map which is directly above the actual point it represents.
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The sequence x,, in this map problem is defined via the recurrence relation x,, 11 =
f(x,) with a ‘seed’ x;. We call this type of sequence an iteration sequence. As you will
see, the existence of solutions for ODE systems is proved by rewriting the ODE problem
to a problem of finding a fixed-point. The iterative sequence involved, commonly called
the Picard’s iteration sequence, will be proved to converge to a solution to the ODE
system. Proving existence of a solution is analogous to locating the fixed-point of the
map problem.

2.1.0.1. More iteration examples. You may have tried the following “experiment"
with your scientific calculator: start with any value z in [0, 1], say 0.1; then press the
button repeatedly. After pressing it for around 20 times you will see the displayed
value will soon “stabilize" and converge to a particular value (around 0.739085133). This
value is in fact an approximate solution to the equation x = cosz. To see why is that,
let’s formulate this “pressing-the-button" experiment in a mathematical way. We let:

zg = 0.1
Zp = cos(z,—1) foranyn > 1.
Then the sequence xq, 1, T2, ... will be equal to:
0.1, cos(0.1), cos(cos(0.1)), cos(cos(cos(0.1))), ...

which is exactly the sequence of numbers you get by pressing the button repeatedly.
If we assume (and we will justify) that lim,, . x,, exists and converges to a limit L, then
taking limit on both sides of xz,, = cos(z,,—1) will yield:

lim z, = lim cos(x,_1)

n—oo n—oo
L = cos ( lim xn_l) (since cos is continuous)
n— o0
L = cos(L).

It shows the limit L is a solution to the equation x = cosz. That’s why when you press
the button for many many times, you will get a value which is very close to this L.

In order to complete the above argument, we need to prove the sequence z,, con-
verges. Let’s complete the detail here. Define

f(z) =cosz :[0,1] — [0,1].
It makes sense to define the codomain of f to be [0, 1] because cos z is decreasing on
[0,1] and so f(x) € [cos 1, cos0] = [cos 1, 1] C [0, 1]. Now z,, is an iteration sequence by
the function f, i.e. z,, = f(z,—1) forany n > 1.

By the mean-value theorem, one can prove a contraction inequality similar to (2.1):
for any z,y € [0, 1]

[f(@) = f»)] =1 (©)llz -yl for some ¢ between z and y
= [singlz —y|
< (sinl)]|z — y| since , y, € € [0,1]

Denote « := sin 1 for simplicity, we have the following contraction inequality:
(2.2) |f(x) = f(y)| < alz —y| foranyw,y € [0,1].

Note that o < 1. Therefore, one can mimic the steps after (2.1) for the map problem
(now the real number sequence {z,} replaces the role of the vector sequence {x,}) to
show that z,, converges to some number L € [0, 1], which is a fixed-point of f and a root
to the equation = = f(x).
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Exercise 2.1. Complete the detail of showing the convergence of x,, in the above
iteration using the contraction inequality (2.2).

Exercise 2.2. This is an exercise of using iterations to show the existence of a root
of another trigonometric equation. Define g(z) = cosx — & cos® z where z € [0, Z].

Consider the following iteration sequence:

xg =0, Tp = g(xp—1) forn > 1.
Show that g(x) maps [0, Z] into [0, ] and satisfies a contraction inequality: there
exists a < 1 such that |g(z) — g(y)| < |z —y| foranyz, y € [0, T]. Hence, prove
that the iteraltiongsequence x,, converges to a limit L which is a root of the equation

T = COST — §COS x.
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2.2. Picard’s Iteration

The proof of the existence theorem of ODEs is also based on an iteration argument. We
will first reformulate an ODE problem as an iteration problem like the examples in the
previous section. Then, showing the existence of solutions will be equivalent to proving
an iteration sequence converges. That is why analysis comes into play.

As in Section 1.1, we can represent a system of ODEs (which may not be linear) in
vector form:
x' = F(x).
Here F(x) is regarded as a vector field on R?, and the vector equation x’ = F(x) asserts
that the solution curve x(t) travels with velocity (or tangent) vector x’ equals to the
vector field direction for all time ¢.

The vector fields F(x) we have considered in Chapter 1 are in the form Ax where 4
is a constant matrix. From now on, we not only consider these linear systems, but also
nonlinear ones which are very challenging to solve. In this chapter in particular, we also
allow the vector field F to be time-dependent, i.e. changing over time. Mathematically
speaking, we allow F to depend on both time ¢ and the space x. Therefore, a general
form of an ODE system in this chapter is in the form of:

x' = F(x,t)

where F : Q x I — R? is a time-dependent vector field defined on some open region 2 in
R? and some time interval I.

Definition 2.2 (Autonomous and Non-autonomous Systems). An autonomous ODE
system is one that the vector field is time independent, i.e. X' = F(x), whereas a non-
autonomous ODE system is one that the vector field is time dependent, i.e. x' = F(x,1).

2.2.0.1. Integral equation of an initial-value problem. Given an ODE system
x' = F(x,t) with an initial condition x(0) = x(, we will first rewrite the initial-value
problem (from now on will be called IVP) as an equivalent integral equation. Then, we
will formulate the iteration procedure for the integral equation.

Proposition 2.3 (Integral Equations for an IVP). Given any fixed vector xo € R? and a
continuous vector field F, the trajectory x(t) is a solution to the IVP

(2.3) x' =F(x,t), x(0)=xg

if and only if x(¢) is a continuous solution to the integral equation

(2.4) x(t) = %o —|—/0 F(x(s), s)ds.

Remark 2.4. Inside the integral we use x(s) instead of x(¢) so as to avoid confusion
with the upper limit ¢ of the integral. The letter s is dummy and can be replaced by your
most favorite variable (other than ¢). O
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Proof of Proposition 2.3. (=)-part: Given x(¢) solves the IVP (2.3), then:

t
RHS of (2.4) = xg +/ F(x(s), s)ds
0
(s)ds
s=t

N

/
:X()+/ X
0

=x0 + [x(s)],_, (Fundamental Theorem of Calculus)
= xo + x(t) — x(0)

= x(t) (since x(0) = xq)
= LHS of (2.4).

(«<)-part: Given x(t) solves the integral equation (2.4), we have:

X0 =5 (xo+ | F(x(s), 9) is)

d t
== ; F(x(s), s)ds
=F(x(t), t) (Fundamental Theorem of Calculus)

x(0) = xg —1—/0 F(x(s), s)ds

= Xp-

Therefore, x(t) is a solution to the IVP (2.3). O

Exercise 2.3. Consider the following IVP (below 1 > 0 and A > 0 are constants,
hi(z,y)’s are some continuous functions of z and y, and z, y, are two fixed initial

conditions):

¥ = —px + hi(z,y) x(0) = zo

Y =Xy + ha(z,y) y(0) = yo
Show that the above IVP is equivalent to the following integral system.

o) = (a+ [ e (2(s), y(s) is)
o0 = (+ | oM ha(a(s), 4(s)) ).

i.e. (z(t),y(t)) solves the IVP if and only if it is a continuous solution to the integral
system.

2.2.0.2. Picard’s iteration sequence of an initial-value problem. By the equiv-
alence of IVPs and integral equations as illustrated in Proposition 2.3, we can now
reformulate the integral equation as an iteration problem. The iteration sequence in-
volved is known as the Picard’s iteration sequence.

From now on, the vector field F(x,t) is always assumed to be continuous in both
x- and ¢-slots, so that the IVP (2.3) and the integral equation (2.4) are equivalent.
This assumption is crucial since the Fundamental Theorem of Calculus applies only to
continuous functions.
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Definition 2.5 (Picard’s Iteration Sequence). Given an IVP
x' = F(X7 t)a X(O) = Xo,
its Picard’s Iteration Sequence is a sequence of functions {x,,(t)}>2, defined by:

X0 (t) = %o (an abuse of notation)

t
2.5) xn(t) = o + / F(x1(s), 5)ds forany n > 1
0

Remark 2.6. We used x( to denote both the initial condition and the first term of the
iteration sequence. Because we set the two to be equal, there should not be any confusion
on this use of notations. O

The Picard’s iteration sequence is related to the existence theorem of ODE in the
following way. If one is able to show that the sequence x,,(¢) converges a limit function
Xoo(t) as n — oo, then heuristically, letting n — oo on both sides of (2.5) will yield:

lim x,(t) = lim <x0+ /0 tF(xn,l(s), ) ds>

n—oo n—oo
¢
Xeo(t) = %x¢ + lim F(x,-1(s), s)ds

n— 00 O
t
= Xy —|—/ lim F(x,-1(s), s)ds (cheating!)
0 n— oo
t
=X+ / F ( lim x,_1(s), 5) ds (true if F is continuous)
0 n— oo

Xoo(t) = X0 +/0 F(xs(s), s)ds.

Therefore, x..(t) solves the integral equation (2.4) which is equivalent to the given
IVP. Therefore, pending all justifications of the steps that we ‘cheated’, we have shown
the limit x.(¢) is a solution to the IVP. Although this limit function x.,(¢f) may not be
explicit, it at least shows that a solution to the IVP exists and we can study its qualitative
behaviors such as stability.

However, we still have to justify the steps that we ‘cheated’, namely why we can
switch the limit and the integral signs. Even in one dimension, there are examples of
sequence of continuous functions {z,(t)}°2, that converges to a limit function z(t) as
n — oo, but

t t
lim xn(s)ds # / lim z,(s)ds.
0 0 n—o0

n—oo
A substantial part of the existence theorem is to show that it is legitimate to switch
the limit and integral signs for the Picard’s iteration sequence. It involves a concept in
analysis known as uniform convergence (See Appendix A.1).

Let’s look at a few examples of Picard’s iteration before we go into the analysis of
the general case. Some of the examples can possibly be solved in an more elementary
way. However, in order to make better sense of the Picard’s iteration, let’s pretend not
knowing how to solve them. These examples will convince us that the Picard’s iteration
sequence will indeed converge to the solution of the IVP.
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Let’s start with one dimension:

Example 2.1. Consider the IVP: 2/ = z, 2(0) = 1. Obviously, the solution should
be x(t) = ¢!, but as said in the previous paragraph, let’s pretend we don’t know this
answer and try to use Picard’s iteration to solve this IVP.

By Proposition 2.3, the equivalent integral equation is given by:

t
z(t) =1 +/ x(s)ds,
0
and therefore its Picard’s iteration sequence is defined as:
xo(t) =1

t
xp(t) =1 +/0 Tn—1(s)ds forn > 1.

Let’s compute the first few terms of the iteration:

¢ 2
zo(t) = 1; l’g(t):1+/ <1+s+s)ds
t 0 2
xl(t):1+/ xo(s)ds 2 $3 71
0 :1 — _
. +{s+2+3.2}0
=1+/ 1ds 12 3
Ot :1+t+§+§-
=1+[s], =1+ : :
¢
xg(t):1+/ x1(s)ds
0
t
=1+/(1+5)ds
0
27t
—1+[5+S]
2 o
2
=14t4 =
o

Keep iterating, we should see from the pattern that

2 3 tn n

t tF
I”(t):1+t+ﬁ+§+'”+ﬁzkzﬂ
=0
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Let’s prove it by induction. Suppose x;i(t) = ZZ:O %, and consider z;41 (t):

xz+1()—1+/0$l()d5—1+/() —ds

iy
k41 qs=t i k41
s t
1+ Y [ers] L S S
] !
= Ek+1)],._ = (k+1)!
tO i+1 tk
= — + — (shifting indices)
0! k!
k=1
H—l
Z (absorbing the zero-th term)
as desired. By 1nduction the Picard’s iteration sequence is given as an infinite series
zn(t) = D p_o 5. As n — oo, it converges to
o0 Lk
t
Too(t) = 7l
k=0

which is the Taylor’s series of the function e!, our expected solution to the IVP. [

Example 2.2. Consider the IVP
¥ =2t(1+z), x(0)=0.
The equivalent integral equation is:
¢
x(t) = / 2s(1 4+ z(s))ds
0
and the Picard’s iteration sequence is defined as :
Zo (t) =0
t
Tn(t) = / 2s(1 4+ xp—1(s))ds forn > 1.
0

By direct computations (exercise), one should get:

z1(t) = t?
t4
zo(t) =% + 5
5 4 t6
za(t) ="+ 5+ 3
and from the pattern we conjecture that
; t2 t4 t2n _ n t2k
) = g = 2 g

k=1
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Let’s verify this is true by induction. Suppose z;(t) = 22:1 t;—f and consider x; 1 (t):

t t i g2k
Tip1(t) = /0 25(1 + x;(s))ds = /0 2s (1 + Z k') ds
k=1 "

i
32k+2

S
57 S
2 k(2 +2)

s=t

s=

|
Jrl\’)
i
E
=
+
-
+
i
=
+

k=2 k=1
. . . 2k
as desired. By induction, =, (¢t) = >, _, tk—, and converges as n — oo to
o0 t2k
k=1

One can verify that it is indeed a solution to the IVP. O

= 71+6t2.

Exercise 2.4. For each of the following IVPs, write down the first few terms of its
Picard’s iteration sequence, deduce the general term of the sequence followed by a
proof by induction.

1) ' =tx, z(0)=1
@) 2’=t+z, =z(0)=0
Next we look at a two dimensional example:

Example 2.3. Consider the second-order IVP: 2/ = —z, 2(0) = 0, 2/(0) = 1, which
can be written as a first-order two dimensional system of ODE with initial condition

-1 FO)-0)

The system is equivalent to the integral equation:

z@®)]" [0 " w(s)

o] =[]+ [ 1) e
Integrating a vector-valued function simply means integrating each of its component,
ie.

t
[ L= | )
o L—2(s) fo

The Picard’s iteration sequence x,, =: {x"(t) ] is defined as follows:

v (1)

fo”n 1 ]

fo T 1( )ds

fof F(xn—1(s))ds
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By direct computations (exercise), we get

Exercise 2.5. Verify the above calculations

Based on these patterns, we conjectured that

(t) n (_1)k—1t2k—1
_ |T2n-1 _ k=1 2k—1)!
(26) Xgn_l(t) = |:1)2n1(t):| = l n—1 (Sl)kt%k ]
k=0 ~ (2k)!
n (_1)k—1t2k—1
Ton(t)| | 2uk=1 (2k ]
(27) Xgn(t) |:'U2n(t):| [ Z kt%k .
k= o (2k
Again, to prove this claim, we use induction. Assume the above is true for some n
then we consider both X2n+1 and X2, 42
_ 1 n (71)k82k
0 n(s)d 0 —0 mr 4
X2n+1(t) = 1:| + fo v2 ) s ] = |:1] + jo k O( 1(%'%)1! 2k—1 ]
. _fo 2n(s)ds fo D ket (2k nr—ds
) n (—1)ks2k+1 s=t n _q)yk—1g2k—1
0 Zk:o [WL,O k+11 (1()2k7]1‘)'
1+ (1k12k§t: (=1)k1g2k
N R e Y I > 7o)
n+1( 1)k—142k—1
k=1 (k1) ]
1)°t ’
| Theo S

[0
Xon42(t) = 1} +

f U2n+1( yds | [0 fo Dk 0 (2k ~ds
0 — + k 1 2k—1
— Jo w241 (s)ds 1 D DA ) - e D] ds

(2k—1)!
Zk . ( (136 tz’;“ ] [ ntl (—1)kF 12kt
2k+1)! _

n+1 (=1)"¢=" kg n+1 (=1)"¢*" :
1+ 205 (2k k=0 (2R

Therefore, the claim is also true for x3,,4+1(t) and x2,42(t). Hence (2.6) and (2.7)
holds for all n > 1. Let n — oo in either one of (2.6) and (2.7), we have

yk—1,2k—1
_ ZZ‘H( 1()2k i)' _ |sint
XOO(t) = Z —1) ky2k = .
k= 0

cost
(2k

Therefore x.(t) = sint and v (t) = cost, which clearly form a solution to the
first-order system, and =, (t) = sint is also a solution to the second-order IVP. [

Exercise 2.6. Deduce the general term of the Picard’s iteration sequence of the
first-order system corresponding to the second-order IVP

2 =—4z, x(0)=0, 2'(0)=2.
Does the sequence converges? If so, does it converge to a solution to this IVP?
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Example 2.4. In this last example about Picard’s iteration, we consider a linear IVP
x' = Ax, x(0) = xo.

which was discussed in detail in Chapter 1. We will show that the Picard’s iteration
sequence of these linear systems will converge to the solution in terms of matrix
exponential, i.e. e?“x,, as we have seen in Theorem 1.28.

First we rewrite the IVP as an integral equation:

t
x(t) = %o —|—/ Ax(s)ds.
0
and its Picard’s iteration sequence is defined by:

x0(t) = xq
xn(t) = %0 + /t Ax,—1(s)ds.
0
By direction computation, one can show
x1(t) = xo + /t Axods
0

=xXq+ [sAxo]ij) (Regard Ax( as a constant.)
= Xg + tAXo

¢ ¢
x2(t) = xo + / Ax1(s)ds = xo + / Axq + sA?xods
0 0
(tA)?
2

t2
= Xq + tAXo + 5A2X0 = Xg + tAXQ + X0-

Based on this pattern, we conjecture:

tA)? tA)” " (tA)E
M@_M+MM+()m+m+&Jm_< ()>m

2!

Exercise 2.7. Prove, by induction, that

n k
xn(t) = (Z (t;j‘) > X

k=0

Let n — oo, we have x,,(t) — X (t) which is given by:
— (tA)*
Xoo(t) = Z k:!) xo = etxg
k=0
as desired. O

—~

In all examples we have seen so far, the Picard’s iteration sequence converges to the
solutions we expect, but it is important to keep in mind that the general terms of most
Picard’s iteration sequences are difficult to deduce.

We will ultimately show that the Picard’s iteration sequence {x, (¢)}5, associated to
the IVP x’ = F(x,t), x(0) = xo must converge provided the vector field F(x, ¢) satisfies
certain continuity assumption, known as Lipschitz continuity to be introduced in the next
section. Under this assumption, one can also prove that x,,(¢) converges uniformly as
n — oo. Combining the Lipschitz continuity of F, one can justify why it is true that:

lim F(x,(s), s)ds :/0 lim F(z,(s), s)ds,

n— oo 0 n—0o0
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which is a step we ‘cheated’ in page 41. After all these analytic issues have been resolved,
one can prove the existence theorem by showing that the Picard’s iteration sequence
converges to a solution to the IVP.
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2.3. Lipschitz Continuity

Lipschitz continuity is a crucial concept for studying ODE systems. As you will see in
the proof of the existence theorem, the Lipschitz continuity of the vector field F(x,t) is
used to show that the Picard’s iteration sequence converges uniformly. Furthermore, in
Section 2.7, we will show that Lipschitz continuity of the vector field F always implies
the solution to any IVP is unique.

Recall from multivariable calculus that a function F : R? — R™ is said to be
continuity at xg if |F(x) — F(xg)| — 0 as |x — xo| — 0. One can say a function is
continuous at a point, or on a region. A function F is continuous on a region € if it is
continuous at every point in 2. However, one can only talk about Lipschitz continuity on
a region (2, as demonstrated in its definition:

Definition 2.7. Let Q be a domain in R? and I be any time interval (which can be
infinite, closed, open, or half-open). A time-dependent function F(x,t¢) : Q x I — R™
is said to be Lipschitz continuous on 2 x I if there exists a constant L > 0, called a
Lipschitz constant, such that

|F(x,t) —F(y,t)| < Lx—y| foranyz,yecQandtel.
A time-independent function G : Q — R™ is said to be Lipschitz continuous on 2 if
there exists a constant L’ > 0 such that

G(x)— G(y)| < L'[x —y| foranya,yeQ.

Remark 2.8. By the squeezing principle, a function F(x, ¢) being Lipschitz continuous
on § x [ implies it is continuous in the x-slot at every point on . O

Remark 2.9. Note that if Q' C Q, then F(x, ¢) being Lipschitz continuous on 2 x I
implies it is Lipschitz continuous on €2’ x I. However, it is not vice versa. O

Example 2.5. Some easy examples of Lipschitz continuous functions include:

(1) For any constant ¢ € R, the function F'(z) = ax is Lipschitz continuous on R:
for any z, y € R, we have

|F(x) = F(y)| = |az — ay| = |alx — I
(2) F(z) = |z|is Lipschitz continuous on R: for any z, y € R, we have
[F(z) = F(y)| = |z = lyl| <z -yl
(3) F(z) = sinx is Lipschitz continuous on R: for any z, y € R, we have
|[F(x) — F(y)| = |sina — siny
= |cos||z —y| for some ¢ between z and y
<1-fz—yl

(4) Given an d x d matrix A, the vector field F(x) = Ax is Lipschitz continuous
on R?: for any x, y € R%, we have

[F(x) - F(y)| = [Ax—y)| < Al [x = yl.
Here we have used Lemma 1.26.
(5) F(=x,t) = xt is Lipschitz continuous on R x [—T, T] where T is a fixed positive
number: for any z, y € R and ¢t € [-T, T, we have
|F(z,t) = F(y,t)| = ot —yt| = [t]jc —y| < T+ [z —y].
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Howevey, it is not Lipschitz continuous on (z,t) € R x (—o0, o) since for any
x # y in R, we have

|F(z,y) — F(y, t)|
|z -yl
If F' were Lipschitz continuous on R x (—o0, c0), the fraction
(when z # y) must be bounded.

=|t| > coast — oo.

|F(z,t)—F(y,t)]
lz—yl

O

The last example demonstrated that a function can be Lipschitz continuous on a one
space-time domain but not on a larger one. Therefore, whenever we talk about Lipschitz
continuity, one should indicate the domain. It does not make much sense for just saying
that a function is Lipschitz continuous.

2.3.0.1. Bounded derivative test for Lipschitz continuity. Before we give more
examples of non-Lipschitz continuous functions, we next talk about a very effective test
to determine whether or not a function is Lipschitz continuous on a given domain. As
demonstrated in the F(z) = sin 2 example, the Lipschitz continuity follows easily from
the mean-value theorem since the first derivative F” is bounded from above and below.
This technique can actually be stated as a general theorem.

Theorem 2.10 (Bounded Derivative Test: one dimension). Let F(x,t) : Q@ x I — R
be a differentiable function on an interval domain Q C R and time interval I, then F is
Lipschitz continuous on 2 x I if and only if the partial derivative % is bounded on §2 x I,
L.e. there exists a constant C' > 0 such that |2E (z,t)| < C for all (z, t) € Q x I.

Similar results hold for time-independent functions: let G(x) : Q — R be a differen-
tiable function on an interval domain ) C R, then G is Lipschitz continuous on € if and
only if the first derivative G'(x) is bounded on (), i.e. there exists a constant C' > 0 such

that |G'(z)| < C' for all xz € Q.

Proof. We only give the proof for the time-dependent functions since the proof of time-
independent functions is exactly the same.

Suppose F(z,t) : Q x I — R is Lipschitz continuous on 2 x I, then there exists a
constant L > 0 such that

|F(z,t) — F(xo,t)| < Lz — x| foranyz, zo € Qandt e I.
Then for any = # x, one has:
F(x,t) — F(xo,t)
Tr — X

< L.

Since F'(z,t) is differentiable on Q x I, the partial derivative

F F - F
8—(960, t):= lim (2,%) (z0,)
Ox z—z0 T — X

exists. It follows from the above inequality that one must have |g—5(gc0, t)| < L. Since
(z0,t) € Q x I is arbitrarily chosen, we have [2E| < L on every (z,t) € Q x I.

Conversely, suppose |%| < C on every (z,t) € Q x I. Then given any z,y €  and
t € I, we have
oF .
F(x,t) — F(y,t) = %(f, t)-(x—y) (mean-value theorem in the x-slot)

oF

|F(z,t) — F(y,t)| = ‘8(E’t) |z —y| < Clz —y| (by the given hypothesis)
X
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which shows F'(z,t) is Lipschitz continuous on  x I. O

Example 2.6. Let’s look at a few examples on how to apply Theorem 2.10.

(1) F(x) = 2° is Lipschitz continuous on [0, 1] because F’(z) = 5z and for
x € [0,1], we have |F'(z)| = |52* < 5 on z € [0,1]. However, it is not
Lipschitz continuous on R because |F'(z)| = 5z* — oo as x — <.

(2) F(z) = x'/? is not Lipschitz continuous on [0, c0), since F is differentiable on
(0,00) and F'(z) = ﬁ — oo as « — 0. Therefore, |F’(z)| is not bounded on
(0,0) and so Theorem 2.10 asserts it is not Lipschitz continuous on (0, c0).
By the definition of Lipschitz continuity, it is not Lipschitz continuous on the
larger domain [0, c0).

However, it is Lipschitz continuous on [e, c0) where ¢ > 0 is any fixed
constant. To see this, consider
1 1
<

2y/x T 24/e

As ¢ is a fixed non-zero constant, Theorem 2.10 asserts that F' is Lipschitz

continuous on [g, 00).

|F' ()| =

for any x € [g, 00).

(3) Consider the time-dependent function F(x,t) = tx which was discussed
before using the definition of Lipschitz continuity. One can show F'(z,t) is not
Lipschitz continuous on R x (—oo, co) because

oF

ox

However, it is Lipschitz continuous on R x [T, T] for any fixed constant
T > 0, since |2E| = |t| < T for any (z,t) € R x [T, T].

=[t| > 00 ast— co.

O

Remark 2.11. Although the bounded derivative test is very straight-forward, it only ap-
plies to differentiable functions. One cannot use this test for non-differentiable functions
such as F(z) = |x|. O

Exercise 2.8. Determine whether or not each of the following functions is Lipschitz
continuous on the specified domain:

(@) F(x)=2zY3onzc[-1,1].

() F(z)=2z'?onz € [-3,1].

(¢) F(x)=2%onz € [-M, M] where M > 0 is a fixed number.
(d F(x)=23onz €R

(e) F(z)=1/xzonz € [1,0)

® F(z)=1/zonz € (0,1].

(g) F(z)=sin(cosz)onz € R.

(h) F(z)=sin(cosz) on z € [0, 27].

Q) F(z,t) =t3on (x,t) € R x (—00,00).

() F(z,t) = sin(cos(x + t?)) on (z,t) € R x (—00, ).

(k) F(x,t) = cos(tx) on (z,t) € R X (—00,0).
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Exercise 2.9. Consider the function

t(z?+1)

—

Determine whether or not F'(x, t) is Lipschitz continuous on each of the following
domain  x I:

F(z,t) =

@ QxI=[12x[0,1]
() @ x1I=(1,2)x][0,1]
(© QxI=1[12]x[0,00)
(d) 2 xI=]1,00) x [0,7] where T > 0 is a fixed number.
(e) @xI=(0,1)x[0,1].

Exercise 2.10. Determine all possible values of a such that F'(z) = z® is Lipschitz
continuous on [0, 1].

Exercise 2.11. Given a function F(z) : 2 — R and a function G(y) : F(2) — R,
where F'(2) denotes the image of F. Suppose F is Lipschitz continuous on 2 and
G is Lipschitz continuous on F'(2), show that the composition G o F' is Lipschitz
continuous on €.

The bounded derivative test can be generalized to higher dimensions. However, one
should note that there is a convexity condition for the domain €.

Definition 2.12 (Convex Domain). A subset Q C R is said to be convex if for any pair
of points x, y € €, the line segment joining x and y lies completely inside (2. Precisely,
the straight-line

r(s):=sx+(1—-s)y
is contained in Q2 for any s € [0, 1].

Theorem 2.13 (Bounded Derivative Test: higher dimensions). Let F(x,t) : @ x I — R™
be a differentiable function on a convex domain Q C R? and time interval 1. Denote
xj, where 1 < j < d, be the j-th component of x, i.e. x = (x1,...,xq), and F;, where
1 <i <'m, be the i-th component of F. Precisely:

Fl(l'l,. . .,(Ed,t)

F(x,t) =
Fm(arl, ..y Xd, t)

Then, F is Lipschitz continuous on ) x I if and only if all first partial derivatives gf L
J

where 1 <i <mand 1 < j <d, are bounded above and below on (x,t) € Q x I.

Remark 2.14. An equivalent way (without involving components of x and F) to state the
boundedness of all 8F £2i%s is that there exists a constant C' > 0 such that: |DF(x,t)|| < C
for all (x,t) € Q x I ‘where DF(x,t) denotes the Jacobian matrix of F at (x,¢) to be
defined in Chapter 3. O

Proof of Theorem 2.13. Suppose there exists a constant C' > 0 such that ‘
Q x I for any i, j. Take any pair of point y, z € 2 and ¢ € I, the line segment

r(s) =sy+ (1 —s)z, s€[0,1]
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lies inside €2 by the convexity assumption. Consider the composition of F and r:
G(s,t) :=F(r(s),t) : [0,1]] x I - R™

which is also differentiable on [0, 1] x I. Let G;(s, t) be the i-th component of G (s, t). For
each ¢, by the mean-value theorem applied to G; in the s-slot, we have:

G0~ 0.0 = e, (1-0) for some &; [0, 1]
= Z ZF d;k (chain rule)
Tk S

Along the straight-line path, the k:-th component of r(s) is xy, := syr + (1 — s)z;, where
x, and y, denotes the k-th components of y and z respectively. Therefore,

oF; d
Gi(1,0) = Gi(0.0)] = |5 528 oo+ (1= )2
OF, 4 |oF, . . :
— o (ye — 2z1)| < Z k‘ lyx — 2| (triangle inequality)
k=1 k=1
d OF. 2 1/2 n 1/2
i 2
< <Z 02, ) <z:|y;.C — 2k ) (Cauchy-Schwarz)
k=1 k=1
J 1/2
< <ZC2> |y — 2| = VdCly — 2.
k=1 _—
efinition
given
Finally,
m 1/2
k=1
m 1/2
< (Z dC?ly — ZI2>
k
= VmdCly — z|.
By definitions of G and r, we have G(1,t) = F(r(1),s) = F(y, t) and similarly G(0,¢) =

F(z,t). Therefore,
[F(y,t) — F(z,t)| < VmdCly — 2.
Since y, z and ¢ are arbitrary, F(x,t) is Lipschitz continuous on 2 x I.
Conversely, assume F is Lipschitz continuous on 2 x I, then there exists L > 0 such
that
|F(y,t) —F(z,t)| < L|ly—z| foranyy,zeQ, tel.
Then this implies for any i, we have
|F;(x0 + sej, t) — Fi(x0,t)| < |F(x0 + sej;,t) — F(xo,t)| < L|xg + se; — xg| = L|s]

for any xo € Q, t € I and s in some small interval (—¢,¢). Here e; denotes the j-th
standard basis vector of RY, and ¢ is small enough such that x, + se; € 2 for any
s € (—¢,¢€). Then by the definition of partial derivatives, we have

@ Fi(X0+Sej,t> —Fi(X(),t)
Oz, 5

It completes our proof. O

= lim

s—0

< L.

(Xo, t)
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From now on, we will use F; to denote the i-th component of F, and z; to denote
the j-th component of x, etc.

Example 2.7. This following examples demonstrate the use of the higher dimension
bounded derivative test

(1) The linear map F(x) = Ax, where x € R? and A is an m x d matrix, is
Lipschitz continuous on R¢. Denote the (i, j)-th entry of A by [A4];;. It can

be easily verified that gf, = [A];;. Therefore, the first partials gfj are all
bounded by M := max {|[A4];;] : 1 <i<m, 1 <j<d.}.
(2) Let F(z1,22) = { T2 2}. Then:
1—x3
6F1 a-Fl
_ = _— = ]_
0x4 0 0z
8F2 a1'72
Z2__9 e
85(11 1 8.’1}2 0

which are all bounded by 2 on the infinite strip (z1,22) € [—1, 1] xR. Therefore
F is Lipschitz continuous on [—1, 1] x R by Theorem 2.13.
However, it is not Lipschitz continuous on the infinite strip R x [—1, 1]

since ’gff = 2|z1| — oo as x1 — oo.
(3) Let F(zq,22,t) = [xl + t]. Then:
tajg
@ =1 % =0
8.1‘1 8372
OF: F:
oF _ oF _,
ory Oz

Therefore, F is Lipschitz continuous on R? x [T, T) for any fixed number
T > 0, since all first partials are bounded by T in this space-time domain.
However, it is not Lipschitz continuous on €2 x (—oo, 0o) for any region Q C R2,
OF,

as GEN

= [t| - coast — oo.

O

In Iy
x% + 2
(21,22) € [e,00) x [-M, M] for any fixed ¢ > 0 and M > 0. However, it is not
Lipschitz continuous on either (0, 00) x [-M, M] or [g,00) x R.

Exercise 2.12. Show that F(x) = { } is Lipschitz continuous on the domain

The bounded derivative test allows us to prove Lipschitz continuity by simply showing
the boundedness of first partial derivatives. However, there are many examples of
functions whose first derivatives are not bounded on the whole domain but only on part
of it. It prompts us to define a weaker notion, locally Lipschitz continuous, that is less
restrictive.

There are several topological concepts such as open sets and closed sets before we
can define local Lipschitz continuity.

From now on, we denote:
Bl(xp) = {x € R%: |x —x¢| < r}

= the open ball in R? centered at x, with radius r
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Both are convex sets in R®. If the dimension d is clear from the context, we will omit the
superscript d and simply write B,.(xq). In one dimension, ‘balls’ are open intervals. For
instance, B, (z) = (x —r,z +r).

Definition 2.15 (Open Sets and Closed Sets). A subset U of R is said to be an open
set in R? (or alternatively, open in R?) if for every x € U, there exists ¢ > 0 such that

Bi(x) C U.
A subset C of R? is said to be a closed set in R? (or alternatively, closed in R¢) if
its complement R%\C is an open set in R?, O

Example 2.8. Any open ball B¢(y) is open in R?: given any x € B%(y), one can
take ¢ = r — |x — y| then one can verify by triangle inequality that B¢(x) C B(y):
pick any z € BZ(x) and we need to show z € Bi(y). In order to show this, we
bound:

z—y[=lz—x+x-y|
<lz—x|+|x—-y]| (triangle inequality)
<e+|x—y| (since z € BY(x))
=r—lx-yl+lx-yl=r

Therefore, |z — y| < r and equivalently we have z € Bd(y). O

Exercise 2.13. Draw a diagram to illustrate the above proof that B¢(y) is open in
R4

Exercise 2.14. Let C be the closed ball with radius r centered aty, i.e. C = {x €
R?: |x — y| < r}. Show that R4\C is open in R¢, and hence C is closed in R.

In this course, it suffices to verify whether a set is open or closed by visual inspection. In
a point-set topology course, you will learn more tools and techniques to prove a certain
set is open and/or closed.

Remark 2.16. The null set ) is both open and closed in R¢. Check up a youtube video
titled “Hitler learns topology" (Profanity warning). O

Definition 2.17 (Bounded Sets). A subset B of R? is bounded if there exists a ball
B2(0) such that B ¢ B¢(0). Therefore, R? is both open and closed in R? as well. O

Definition 2.18 (Local Lipschitz Continuity). Let Q C R¢ be an open domain and I is a
time interval. A function F(x,¢) : Q x I — R™ is said to be locally Lipschitz continuous
on ) x [ if for every point xq € (2, there exists a ball B,.(xy) C 2 such that F is Lipschitz
continuous on B,.(xg) x I.

Similarly, a time-independent function G : 2 — R™ is locally Lipschitz continuous
on () if for every point x, € (2, there exists a ball B,.(xq) C €2 such that G is Lipschitz
continuous on B,.(xg).

Recall that the motivations for introducing Lipschitz continuity is that F being
Lipschitz continuous, as we will see later, allows us to justify some of the steps we
‘cheated’ in page 41. However, it is a very strong assumption to require a function being
Lipschitz continuous on the whole R? as we have seen in some of the examples. Even a
simple function like F(x) = 2 is not Lipschitz continuous on R. Yet, it is locally Lipschitz
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continuous on R because for any z( € R, the function F(z) = z? is Lipschitz continuous
on any ball centered at zy with any finite radius, say (xg — 1,29 + 1).

In order to establish the convergence of the Picard’s iteration sequence, it is in fact
good enough to have local Lipschitz continuity. Locally Lipschitz continuous functions
are very common as all C'* functions, to be defined below, satisfy this condition.

Definition 2.19 (C'-Functions). Let €2 be an open domain in R? and I is time interval.
A function F(x,t) : @ x I — R™ is said to be C! on Q x I if all its first partial derivatives

% and 88?, forany 1 <:<mand 1 < j < d, exist and are continuous on 2 x I.
J

Similarly, a time-independent function G : ) — R™ is said to be C' on € if all its
first partial derivatives gﬁ, 1 <i<mandl1 < j <d, exist and are continuous on

i
Tj

Q. U

Remark 2.20. A function can be C' on a smaller domain but not on a larger one.
However, if the domain 2 of the function is clearly indicated, one may simply say the
function is C! to mean that it is C* on Q. O

Theorem 2.21 (C* implies Local Lipschitz Continuity). Let 2 be an open convex domain
in R% and I is a closed and bounded time interval. If a function F(x,t) : Q x I — R™ is
C' on Q x I, then F must be locally Lipschitz continuous on  x I.

Similarly, if a time-independent function G : Q — R™ is C* on €, then G must be
locally Lipschitz continuous on .

Proof of Theorem 2.21. We will only prove the time-dependent case since the other
case is similar. Suppose F(x,t) is C! on Q x I, then its first partial derivatives are all

continuous on {2 x /. At any point x € (2, since 2 is an open domain, one can choose a
small ball B,.(x¢) C Q.

Denote B, /»(xo) the closed ball with radius /2 centered at x,. Clearly
BT/Q(XO) C BT/Q(XO) C BT(X()) C Q.

The set B, /5(xo) x I is a closed and bounded (that’s why we need I to be closed and
bounded!) and therefore the extreme value theorem asserts that all continuous functions

defined on this set must be bounded. In particular, the first partial derivatives gf i are
J

all bounded on B, /5(x¢) x I. Therefore, by Theorem 2.13, F is Lipschitz continuous on
B,./2(x0) x I, and on the smaller set B,./5(xo) x I as well. Since the argument holds for
every xq € {2, the function F is locally Lipschitz continuous on 2 x I. O

Inz; |.
22+ CUJ is C'* on (0,00) x R because all the

Example 2.9. The function F(x) = {
first partials derivatives (listed below) are continuous on this domain:

R _ 1 R _
or1 =1 Ory
8F2 8F2
=21 — =2
81:2 (9.1‘2 2

Therefore it is also locally Lipschitz continuous on (0, 00) x R. However, it is not
Lipschitz continuous on (0, c0) x R. O
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Exercise 2.15. Let F'(x) : B1(0) — R be the function defined by:
1
2 _ 2"

l-—zf—=z

Is F' Lipschitz continuous on B;(0)? Is F locally Lipschitz continuous on Bj;(0)?

F(x17x2) =

Exercise 2.16. Let F'(z) := /.

(a) Is F differentiable at x = 0?

(b) Is F C* on [0,1]?

(¢) Is F C*on (0,1]?

(d) Is F Lipschitz continuous on [0, c0)?

(e) Is F locally Lipschitz continuous on [0, 00)?
(D Is F Lipschitz continuous on (0, c0)?

(g) Is F locally Lipschitz continuous on (0, c0)?
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2.4. Picard-Lindelof’s Existence Theorem

After imposing the (local) Lipschitz continuity condition on F(x, y), we are now ready to
state and give a complete proof of the existence theorem due to Picard and Lindelof. Let’s
first recap the ingredients of proving the existence theorems. We begin with a domain
Q C RY, a point xq € 2 and an IVP:

x' =F(x,t), x(0)=xo.

We assume, as always, that the vector field F is continuous, then by Proposition 2.3 the
IVP is equivalent to the integral equation (2.4):

x(t) = xg +/0 F(x(s), s)ds.

In order to show the integral equation has a solution, we mimic the iteration examples
discussed in Section 2.1 and defined the Picard’s iteration sequence:

Xo(t) = X
t
xn(t) = %o +/ F(x,-1(s), s)ds for any n > 1.
0

We will resolve the following two analytic issues:

(1) show that x,, converges uniformly on some interval (—¢,¢) as n — oo; and

(2) show that F(x,, -) converges uniformly on the interval as well, so that we can
perform the following interchanging of the limit and integral signs:
t

¢
lim F(x,-1(s), s)ds = / lim F(x,-1(s), s)ds.
0

n—oo 0 n— oo

After they are resolved, the limit function x., will become a solution to the integral
equation, and by continuity of the limit function x., it is also a solution to the IVP.
Hence, the existence of a solution, at least for a short time, is established.

Now we state the existence theorem:

Theorem 2.22 (Picard-Lindel6f’s Existence Theorem). Let 2 be an open domain in R?,
xg be a point in Q, and I = [-T,T] be a closed and bounded time interval. Suppose
F(x,t): Q x I — R% is a vector field which is locally Lipschitz continuous on € x I (see
Definition 2.18), then the initial-value problem

x' =F(x,t), x(0)=xg
has a solution x(t) defined on an interval [—¢, €| C I for some £ > 0.

Similarly, for an autonomous system with a vector field G : Q — R® which is locally
Lipschitz continuous on ), the IVP

x'=G(x), x(0)=x¢
has a solution defined on an interval [—¢', '] for some &’ > 0.

Remark 2.23. By Theorem 2.21, any C' vector field must be locally Lipschitz continuous.
Therefore, Theorem 2.22 applies to all C'! vector fields. Many examples we have seen so
far are C'! on their domain. O

Like in the previous chapter, we only present the proof of the non-autonomous case,
since the proof for the autonomous case is the same, mutatis mutandis. Here is the
outline of the whole proof:
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(1) Since F is locally Lipschitz continuous, there exists a ball B, (xo) such that F is
Lipschitz continuous on B, (xg) x I.

(2) Then, we show that when restricted to a small time interval [—¢, €], the Picard’s itera-
tion sequence x,,(¢) will all lie inside this ball B,.(x¢). See Lemma 2.24. It will allow
us to apply the Lipschitz continuity of F on the term |F(x,,(s), s) — F(xp—_1(s), s)|
that will appear in the next step.

(3) Next we show that the adjacent terms x,, and x,,_; of the Picard’s iteration sequence
will get closer and closer to each other as n increases. See Lemma 2.25.

(4) Asin Problem 2.1, when the adjacent terms x,, and x,,_; get closer at suitable rate,
one can use absolute convergence and telescoping method on ) |x, — x,,_1| to
show the convergence of x,,. See Lemma 2.25.

(5) Finally, we resolve the two analytic issues mentioned before, and complete the
proof of the theorem.

From now on until Theorem 2.22 is proved, the domain 2, the point x¢, the I =
[T, T] and the vector field F are all defined as in the statement of Theorem 2.22. The
sequence x,, denotes the Picard’s iteration sequence associated to the IVP.

Furthermore, we denote B,.(x¢) to be the ball in {2 such that F is Lipschitz continuous
on B, (xg) x I. By shrinking the radius of the ball if necessary, we also assume that the
closed ball B,.(xq) C Q.

Lemma 2.24. Assume the hypotheses of Theorem 2.22. Then, there exists ¢ > 0 such
that [—e,e] € I and x,(t) € B,(xg) forall n > 0 and t € [—¢,¢]. In other words, the
trajectory of the Picard’s iteration sequence must stay inside the ball B,.(x¢) during the
time t € [—¢,¢].

Proof. Since F is locally Lipschitz continuous on 2, it is continuous on € afortiori. By the
extreme-value theorem, |F| is bounded on the closed and bounded set B,.(xq) x [-T, T].

Denote M := max{|F(x,t) : (x,t)| € B.(x0) x [-T,T]} which is finite. To show
x,,(t) all lie in the ball B, (xg), we first investigate the first few terms:

Obviously, x¢(t) = x¢ € B, (xp) at all time. Since

x1(t) = %o +/O F(xo(s), s)ds,

we have:

x1(t) — xo| = ‘/(:F(Xo(s)a s)ds

< / [F(xo(s), s)] ds

t
S/ Mds = M]t|.
0

Therefore, if one chooses ¢ such that Me < r (and [—¢,¢] C I), then
[x1(t) — xo| < M|t| < rforany t € [—¢,¢].

In other words, x;(t) € B,(xo) for any ¢ € [—¢, ¢]. We claim that for this choice of ¢, i.e.
€ < min{ 43, T}, we have for any n > 1,

xn(t) € Br(x9) foranyt € [—¢,¢].
We have already proved this is true for n = 1. Assume it is true whenn = k — 1, i.e.

|xk—1(t) —x0| <r foranyt e [—e,e].
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Then when n = k, we consider:

xi(t) = %0 + /tF(xk_l(s), s)ds
U

§/0 |F(xx—1(s), s)| ds

|xx(t) — %o F(xx—1(s), s)ds

< | Mds= M]|t|
0
< Me (since t € [—¢,¢])

<M-&:r (since e < r/M)

Therefore, x;(t) € B,(x¢) when t € [—¢,¢]. By induction, x,(t) € B.(xo) for any
t €[—e,elandn > 1. O

The next lemma shows that the sequence x,,(t) are getting closer and closer to each
other as n becomes large.

Lemma 2.25. Assume the hypotheses of Theorem 2.22. As a consequence of Lemma 2.24,
there exists ¢ > 0 such that for all n > 1, the Picard’s iteration sequence x,(t) € B,(xq)
when t € [—¢,¢|. Then, forallt € [—¢,¢] and n > 1, we have:
KL= tn

n!

(2.8) % (t) —Xn-1(t)] <

for some constants K > 0 and L > 0.

Proof. We prove only the case ¢t > 0, since the proof is similar for ¢ < 0. First we
estimate:

Ix1(t) — xo(t)| =

t
x0+/ F(xo(s), s)ds — xg
0

/ Fxo(s), ) ds

< /0 |F(x0(s) s)|ds.

Define K := max{|F(xo,t)| : t € [—¢,¢]} which is finite by extreme-value theorem.
Then we have |x;(t) — xo(t)| < K|t|. It verifies that (2.8) holds for n = 1. We let L
be a Lipschitz constant of F on B,(xg) X [—¢,¢], i.e. L is a constant such that for any
¥,z € B.(X¢) and ¢ € [—¢, ], we have:

|F(y,t) = F(y,t)| < L|y — 2.
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Next we see if (2.8) holds when n = 2. Consider:

t
|x2(t) — x1(t)] = / F(x1(s),s) — F(xo(s),s)ds| (by definitions of x» and x;)
0

g/o |F(x1(s),s) — F(xo(s), s)|ds

< / L|x1(s) — xo(s)|ds (Lipschitz continuity)
0
t
< / K Lsds (using (2.8) for n = 0)
0
_ KL#?
==

which verifies that (2.8) holds for n = 2. Note that we have implicitly used Lemma 2.24
in the third inequality above so as to guarantee that x;(s) lies in the ball B,.(x() on
which F is Lipschitz continuous.

We are going to prove (2.8) by induction. Suppose it holds when n = £k, i.e.
KLk— 1 tk

Ixk(t) —xp—1(t)] < k!

for any ¢ € [—¢,¢].

Then for n = k£ + 1, we have:

[xp1(t) — xx(2)] =

/0 F(xx(s),s) — F(xk_1(s),s) ds

< /Ot [F(xk(s),8) — F(xx-1(s), s)| ds

S/o L |xp(s) —xk—1(s)| ds

bOKLFLSE
< L- ALk s ds

K LRkt
T k+1)
and so (2.8) holds when n = k£ + 1. By induction, (2.8) holds for any n > 1. O

The above lemma proves that the terms in the Picard’s iteration sequence are getting
closer and closer as n — co. By mimicking the argument in the ‘map’ problem in Section
2.1, one can show x, (t) converges. In fact, the estimates proved in Lemma 2.25 assert
that this convergence is uniform on [—¢, €]. Precisely, we have:

Lemma 2.26. Assume all hypothese of Theorem 2.22. The Picard’s iteration sequence x,
converges uniformly on [—e, €] to a limit function as n — oc. Here [—e, €] is the interval
obtained in Lemma 2.24.

Proof. By Lemma 2.25, we proved (2.8) for any n > 1:

KLn—l ™ KLn—l n

. , te[—e¢],

KLn71
< n!

and so ||x, — Xp—1|| <. Here the L>-norm is taken over the interval [—¢, ¢].

. n—1_n . . .
By ratio test, > -, KL{% converges, so the Weierstrass’s M-test (applied with

a, = X, — X,—1) shows >_>°  (x,, — Xx,,_1) converges uniformly on [—¢, £].
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Note that:

Since Zf:;l(xn — Xp—1) = >oe(xy — x,—1) uniformly on [—¢,¢] as N — oo, the
sequence xy converges uniformly on [—¢,&] to xg + >0 | (X — Xp—1) a8 N = co. [

Lemma 2.27. Assume all hypotheses of Theorem 2.22. Denote F(x,,-) : [~¢,¢] — R¢
be a function that takes t € [—¢, €] to F(x,(t),t). Then, F(x,,-) converges uniformly on
[—¢,¢] to F(Xeo, -), Where x, is the uniform convergence limit of x,, as guaranteed by
Lemma 2.26.

Proof. As before, let L be a Lipschitz constant of F is on B,(xg) X [—¢,¢], i.e. Lisa
constant such that

|F(y,t) —F(z,t)| < L|y —z|, foranyy,z¢€ B,(x¢)and? € [—¢,¢].
Take an arbitrary ¢ € [—¢, €], and subsitute y = x,,(¢t) and z = x(t), we have:
F(xn(t), 1) = F(xoo(t), 1) < L[xn(t) = Xoo(t)| forany € [—¢,é].
Taking the maximum over ¢ € [—¢, ] on both sides of the inequality, we have:
IF(¢ns ) = F(%oos oo < Ll%n = Xooll s -

Since x — X uniformly on [—¢, <] by Lemma 2.26, we have ||x,, — X ||, as n — oo.
By squeezing principle, it implies ||F(x,, ) — F(Xu, )|, — 0 and therefore F(x,,-)
converges uniformly on [—¢, €] to F (X, ) as n — oc. O

Lemma 2.27 allows us to apply Theorem A.11 for switching the limit and integral
signs. Finally, we can make use of all these lemmas proven to establish the existence
theorem:

Proof of Theorem 2.22. Consider the definition of the Picard’s iteration sequence:

xn(t) = %o —&—/0 F(x,-1(s), s)ds.

Restrict t € [—¢,]. Let n — oo on both sides:
t

t
Xoo(t) = X0 + / lim F(x,-1(s), s)ds (by Lemma 2.27 and Theorem A.11)
0

n— oo

t
Xoo(t) = Xg + / F(xs(8), s)ds (by continuity of F)
0

Therefore, x(t) solves the integral equation (2.4). As x,, — X, uniformly on [—¢, €],
the limit function x., must be continuous by Theorem A.11. Therefore, by Proposition
2.3, Xoo(t) solves the IVP:

x' =F(x,t), x(0)=x
ont € [—¢, ¢, completing the proof. O

Remark 2.28. We will prove uniqueness of solution of this IVP in Section 2.7 using the
Gronwall’s Inequality. O
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Remark 2.29. It is also possible to prove existence of the IVP by just assuming F is
continuous (while Theorem 2.22 requires local Lipschitz continuity). The proof, which
is more complicated in terms of analysis, will be presented in Section 2.8 using Arzela-
Ascoli’s Theorem. This existence result, commonly called the Peano’s Existence Theorem,
do not require Lipschitz continuity but uniqueness is not guaranteed. O

2.4.0.1. Existence fime interval. From the proof of Theorem 2.22, it is possible
to estimate the width ¢ of the time interval on which existence of solutions is guaran-
teed. Precisely, if |F| is bounded by M on B,.(x¢) x [T, T], then ¢ can be taken to
be min{ {7, 7'}. For an autonomous IVP, the ¢’ can be simply taken to be ;. However,
readers should be caution that the time interval [—e¢, €] is one that we can guarantee the
IVP has a solution. It is possible that the solution can be defined beyond this time interval.
For instance, consider the one-dimensional IVP:
7 = a? z(0)=_1 .
~~ ~~
F(x) zo
Then on the ball B,.(zo) = (1 — r, 1 + r) with |F(x)| = 22 is bounded by (1 + r)? =: M,

and soone can take ¢’ = & = "~

M T {42
Solving this IVP, one should get z(t) = ;L;. Therefore, the solution exists for
t € (—o0,1). However, no matter what » > 0 we pick, it is impossible for ¢’ = itz o

be 1 since it is at most 1. To summarize, Theorem 2.22 gives us a time interval on which
a solution must exist, but it fails to tell us what is the maximal time interval for a solution
to be defined. In fact, it is usually impossible to find the exact maximal existence time
since most solutions of ODE systems cannot be written down explicitly. However, we will
see in the Section 2.5 that if T}, > 0 is the maximal existence time, i.e. the solution
x(t) to an IVP exists on t € [0, Ti,ax) but does not exist pass Tp.x, then one can assert
what could happen on the spatial position of the trajectory x(¢) when ¢t — T,

Theorem 2.22 requires the vector field F(x,t) to be locally Lipschitz continuous.
However, if the vector field is globally Lipschitz continuous, i.e. F is Lipschitz continuous
on the whole R¢ x (—o0, 00), or for autonomous case Lipschitz continuous on the whole
R?, then one can actually prove long-time existence, i.e. the solution x(¢) obtained in
the proof is defined for all ¢ € (—o0, 00).

Exercise 2.17. Prove the following global existence theorem: Given x, € R? and
suppose F(x,t) : R% x (—o0, c0) is Lipschitz continuous on the whole R x (—c0, o0),
then the IVP:

x' =F(x,t), x(0)=x
has a global solution x(t) defined on ¢ € (—o0, 0).

You should modify the proof of Theorem 2.22. First go through and understand
the whole local existence proof, then write up a complete coherent proof for the
global existence theorem. Some part(s) in the local existence proof can be omitted,
while some part(s) need to be modified. As a hint, we are now dealing with an
infinite time interval. You will see that the K defined in the proof of Lemma 2.25
may be infinite if one replace [—¢, €] by (—o0, 00). To overcome this issue, you may
first fix an arbitrary 7' > 0, and try to first show that the Picard’s iteration sequence
converges uniformly on [—T,T] to a solution defined on [T, T)]. Since T can be
taken arbitrarily large, the solution extends to (—oo, 00).
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Example 2.10. Let’s take a look at several examples about finding the existence
time interval [—¢, €] as best as we can. Readers should be reminded that the intervals
found below may not be the maximal time interval.

(1) Consider the IVP:

xy =sinzg +1 z1(0) =1
rh = cosxy + 12 x2(0) =2
In this case, F(x,t) = [:;:;f: ttz] . Its first partial derivatives are:
% =0 % = COS T2
0z Oy
OF; . 0F;
871‘1 = —sinz; 371‘2 =0

which are all bounded on R? x (—o0, o). Therefore, F is Lipschitz continuous
on R? x (—o0,00). By Exercise 2.17, the IVP has a solution x(t) defined for
all t € (—o0, 00).

(2) Consider the one dimensional autonomous IVP:

¥ =e" x(0)=1.
Take F(z) = e®, then ‘?9—1; = ¢” which is bounded on every bounded [a, b] C R.
Take an arbitrary » > 0, and consider the ball B, (1) = (1 —r,1 + r). Then for
x € B,(1) we have:
|F(x)] = e* <e'™ = M.

The local existence theorem asserts that a solution exists on ¢ € [~ =, -i%+],
which is the largest when r = 1 by elementary calculus. Therefore, the IVP
has a solution defined on [—e~2, ¢~2], but keep in mind that the solution can
extend beyond this time interval. In fact, this IVP can be solved explicitly by
separation of variables. The solution is given by:
z(t) =1—1n(1 — et)
which is defined on t € (—oo,e™1).
(3) Consider the one dimensional non-autonomous IVP:

o =t + 22 2(0)=0.

In this IVP, F(z,t) = t> 4+ 2% which is defined on R x (—o0, 00). Also, 2 = 2z

or
which is bounded on [a,b] x [-T,T] for any finite a, b and 7. Therefore,

F(x,t) is Lipschitz continuous on any such subset of R x (—o0, c0), but is not
globally Lipschitz continuous.

Take an arbitrary » > 0 and consider the ball B, (0) = (—r,r). Then for
(x,t) € B.(0) x [-T,T], we have

|F(x,t)| =t* +2? <T? +r% = M.

Theorem 2.22 asserts that solution z(t) exists on ¢ € [~ ="z, 7o452) O[T, T).
From calculus, min{7’, 7'~} is the largest possible when r = 7" = V2/2.
Therefore, one can guarantee that a solution exists for ¢ € [—/2/2,/2/2].

O
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Exercise 2.18. For each of the following IVPs, show that a solution exists using
Theorem 2.22, and determine the largest existence time 7 as guaranteed by the
theorem (which is not necessarily the actual maximal existence time T}, of the
solution). If it is possible to find the solution of the IVP, compare 7 and Ty,.x of the
solution.

(@) z/ =sin(sinz), (0
(b) 2’ =1+tanz, «(0
(© 2’ =1+22 z(0)
@ 2’ =t+23 2(0)

1
=0

H\—/\_/
= o
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2.5. Finite-Time Singularity

Although it is not always possible to tell exactly what time a solution to an IVP ceases to
exist, there is something we can say about where the trajectory is at the time the solution
ceases to exist.

Definition 2.30 (Finite-Time Singularity). A solution x(¢) to an ODE system x’ = F(x, )
is said to have a forward finite-time singularity at 7},,., < oo if the solution x(¢) exists
on [0, Tyax) but not on [0, Tyax + 6) for any 6 > 0. Similarly, x(¢) is said to have a
backward finite-time singularity at T},,;, > —oo if the solution x(¢) exists on (Tpin, 0]
but not on (Tiin — 6,0] for any § > 0. The description backward or forward can be
omitted when it is clear from the context.

The following discussion will be mostly about forward finite-time singularity, i.e.
ast — T, Similarly results hold for backward finite-time singularity. Furthermore,

to avoid some complications with the time interval I, let’s focus only on autonomous
systems which will be sufficient for the rest of the course.

Theorem 2.31. Let 2 C R? be an open domain. Suppose the vector field F(x) : Q — R¢
is locally Lipschitz continuous on Q, and x(t) is a solution to x’ = F(x) with (forward)
finite-time singularity at Tp,ax < oo. Then, if x(t) — y as t — Tpp,, for somey € R%, we
must have y € R4\

Remark 2.32. Heuristically, Theorem 2.31 asserts that if a finite-time singularity occurs
at some y, then y must be outside of Q2 (most likely on 912). In other words, as long as
the solution x(t) stays in the interior of €2, then solution must continue for a while before
it becomes singular. O

Example 2.11. An easy example to illustrate this scenario is the one-dimensional
ODE: 2/ = —1 on z € (0, 00). Using separation of variables, the solution with initial

data z(0) = z¢ > 0 is given by: z(¢) = \/x3 — 2t, which cannot be continued when

t approach 7"2—3 =: Tax. We can see that z(t) — 0 as ¢t — Tyax, and 0 is a boundary
point of the domain (0, c0). O

In order to establish this result, we need two lemmas, one about the solution (Lemma
2.33) and another about the topology of open sets. The first lemma shows that for any
closed and bounded set K in (2, one can always find a time 7 < Ty, such that x(7) is
outside K. Since the lemma holds for any closed and bounded set K inside (2, one may
take larger and larger closed and bounded set K to cover up the domain €2, then the
second lemma will ‘push’ the limit y out of the interior of ().

Lemma 2.33. Assume €, F and x(t) : [0, Tinax) — R as in Theorem 2.31. Let K be a
closed and bounded subset of ), then for any ¢ > 0 there exists a time T € [Tiax — €, Trax)
such that x(7) ¢ K.

Proof. We prove by contradiction: assume x(t) € K for all ¢ € [Tynax — €, Tmax)- By the
Bolzano-Weierstrass’s Theorem, one can find a sequence t,, — Tiax @S n — oo such that

x(t,) € K converges to a limit zg as n — co. By the closedness of K, the limit zy must
be in K.

Since K is closed and bounded and F is afortiori continuous by the local Lipschitz
continuity assumption, the extreme value theorem shows |F| must be bounded by some
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constant M on K. The solution x(t) satisfies the integral equation:

for any &, t € [0, Thuax). By our assumption, x(s) € K for any s € [Tinax — &, Tmax) and
therefore, we have:

x(0) -9 <| | F(x(s)ds

XS ds

S/E [F(x(s))]
Mds = M|t — .

§/£ [t =&

Substitute ¢ = t,,, we get: |x(t,) — x(£)| < M|t,, — &| for any n > 1. Letting n — oo, we
have |zg — x(£)| < M|Tmax — &| since x(t,,) — 2zo.

Let ¢ = T, we have M |Ty,.x — &| — 0, and by applying the squeezing principle,
we have |zg — x(§)| — 0 as {¢ — T, or in other words, x(§) — 2. Since the limit

ax?
exists, one can decree x(Tiax) := Zo.

Since zg € K C (), by the existence theorem, there exists a solution z(t) : [0,5) — R?
of the IVP:

7' =F(z), 2z(0)=x(Tmax)-

Then, by ‘gluing’ the solution z(¢) to x(¢), one can extend the solution x(t) beyond Ty,.x.
Precisely, define:

X(t) = z(t — Tax) fort € [Tnax, Tmax + 6),

then x’ = %z(t—Tmax) =F(z2(t —Tmax)) = F(x) for t € [Trax, Tmax+9), and x(Tnax) =
7(0) = X(Tmax)- Therefore, the solution x(t) is defined on [0, Tr,ax +d), which contradicts
the maximality of Ty,.. Hence, our assumption that x(t) € K for all ¢ € [Tax — €, Tmax)

does not hold, and so there exists 7 € [Tihax — €, Tmax) Such that x(7) € K. O

Example 2.12. To illustrate the use of Lemma 2.33 and to give some motivations
of the next lemma, let’s look at the following system again: 2/ = —L. The function
F(z) = —1 is defined on © := (0,00). Suppose z(t) is a solution with a finite-
time singularity at Ty,ax < oo. For each n, consider the closed and bounded set
K, =[%,n] C Q. Lemma 2.33 asserts that there exists 7,, € [Tax — =, Timax) such
that z(7,) & Ky, i.e. 2(m,) € (=00, £) U (n,00). If z(7,) converges to a limit y € R
as n — oo, then by z(r,) < I or z(r,) > n, one must have y < lim, oo + =0,
which is not in €. O

In the above example, we showed that if we can find a ‘good’ sequence of closed and
bounded set K, to cover the open set (2, then using Lemma 2.33 one can find 7,, such
that x(,,) ¢ K, for each n, then one can show that the limit of x(7,,) as n — oo, must
be beyond any of the K s, and hence must be outside ).
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Lemma 2.34 (Exhaustion Lemma of Open Sets). Let €2 be an open set in R%. Then, there
exists a sequence of closed and bounded sets K; C ) with the following properties:

(1) For any i, we have K; C K} | where K7, ; denotes the interior of K; 1. We call such
a sequence of sets { K; } strictly increasing; and

(2) these closed and bounded sets K; cover the open set Q, i.e. Q) = G K;.
i=1
Furthermore, these two properties implies
ﬁ R\ K; = RA\Q.
i=1
This sequence of closed and bounded sets K; is called an exhaustion of €.

Proof. Define

Ki:=Bi0) )[R\ |J Buix)

xERI\Q

and we claim that it is the sequence {K;} we need. Clearly each K, is closed and
bounded.

Recall from basic point-set topology that (A N B)° = A° N B°, so we have

o

Kfpy = Bia(0) 0 [RN | Biui(x) | =Bia(0)n RN | Bijasn(®)
x€RI\Q xERI\Q

Hence, K; C K3, follows directly from B;(0) C B;;1(0) and By /(j1+1)(x) C Bii(x).
This proves (1).

For (2), we first rewrite using U;(4;NB;) C (U;A;)N(U;B;) and U; (A\B;) = A\N; B;:

UrkicUBONU BN U B
i=1 i=1 i=1 x€RIN\Q
=R? ﬂ R\ ﬂ U By i(x)
i=1 xERI\Q
C R ﬁ U (as x € Byi(x))

i=1 xeRI\Q
= RN\ (RN\Q) = Q.
To prove Q C |J;2, K;, we need to use the condition that © is open. For any y € €, by
open-ness there exists a large 7o such that B, ;,(y) C Q and |y| < ig. We claim that

y € K;,. To see this, clearly we have y € B;,(0). Suppose on the contrary thaty ¢ K,
then one must have

y & R\ U B/, (x), or equivalently y € By ;,(x) for some x ¢ €2.
xERIN\Q
However, this means |x — y| < % for some x ¢ 2, but that would contradict to the fact
that
X € Bl/iU(Y) c Q.

Therefore, y € K;, C ;= K;, proving Q C | J;=, K, and hence (2).
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To prove the last statement, we consider

RNQ = RY\ G K, = ﬁ RAK; C ﬁ R\ K;.
i=1 i=1 =1

Moreover, we also have

RAK,; Cc RI\K? = R\NKY C R\NK;_,

so we get
(RAK; = ((RAK; C [J(RNK,; 1) = RN | J K;-y = RAQ.
=1 =2 1=2 1=2
In the first equality we have used the fact that K; C K. O

Using these two lemmas, we are ready to give the proof of theorem:

Proof of Theorem 2.31. Using Lemma 2.34, there exists a sequence of closed and
bounded sets K; C  with the properties stated in the lemma.

For each i, Lemma 2.33 shows there exists 7; € [Tyax — %, Tiax) such that x(7;) € K.
In other words x(7;) € RY\ K.

Since Kj is a strictly increasing sequence of sets, K; C K7 ; C K;y1, we have
R\ K; 1 ¢ R?\K; for any i. Therefore, for any n > i, we have
x(7,) € R\K,, ¢ R\K;.

Given that x(t) — y as ¢t — T}, we know x(7,,) — y as n — oo. Therefore,

max?

y = li_>m x(7,) € RA\K;

for each 4, i.e. y € N2, R4\ K;. By the property of K;’s, we have y € R1\Q. O

Corollary 2.35. Suppose F is locally Lipschitz continuous on R%, and x(t) is a solution of
the system x' = F(x) with a finite-time singularity at Ty,.x. Then, x(t) must blow-up at
Tinax L. X(t) > c0ast — T,

Moreover; if y(t) is a solution to the same system and y(t) is bounded for ¢t > 0, then
y(t) must be defined for all ¢ € [0, c0).

Exercise 2.19. By modifying Lemma 2.33, and using Lemma 2.34, prove a ‘sequen-
tial’ version of Theorem 2.31: Assume (2, F as in Theorem 2.31. Now suppose
x(t) is a solution to x’ = F(x) with (forward) finite-time singularity at T},.x < 00,
and there exists a sequence of times ¢,, — Ty,.x as n — oo such that x(¢,,) — y as
n — oo, then we must have y € R%\Q.

To summarize, if a vector field F is locally Lipschitz continuous on an open domain §2,
and x(t) is a solution to x’ = F(x) with a finite-time singularity, then one of the following
cases will happen:

(1) Ast — T, the solution x(¢) becomes unbounded.

(2) If x(t) is bounded on t € [0, Tiax), then by the Bolzano-Weierstrass’s Theorem,
there is a sequence t,, — Ti,ax as n — oo such that x(¢,,) converges to some limit
y € R%. By Exercise 2.19 whose proof is a slight modification of Theorem 2.31, this
limit y must be outside 2.

Furthermore, if Q = R¢, only the first case can happen.
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2.6. Grénwall’s Inequality

In this section, we introduce a fundamental inequality in the theory of ODEs, the
Gronwall’s Inequality. It will be used to prove the uniqueness theorem in the next section.

The one dimensional IVP: '’ = Lz, z(ty) = C, where L > 0 is a constant, can be
written as an integral equation

t
z(t)=C Jr/ Lz(s)ds.
to
Remark 2.36. We have been using the term IVP to refer an ODE system with initial
condition at ¢t = 0. However, for the purpose of future discussion, we need to allow a
condition given at a time ¢, other than 0. We will still call it an ‘initial condition’ even
though ¢, may not be 0, and a problem of this sort will still be called an IVP. O

Now given a continuous function y(¢) that satisfies the following integral inequality,

y(t) < C +/ Ly(s)ds.

to
We ask what one can say about the relation between z(t), a solution to the integral
equation, and y(t), a function satisfying the integral inequality? The Grénwall’s Inequality
tells us that one of them will act as a barrier of the other.

Theorem 2.37 (Gronwall’s Inequality). Let L > 0 be a positive constant, and C be
any real constant. Suppose y(t) is a continuous functions defined on a time interval I
containing to and it satisfies the following integral inequality:

t
(2.9) y(t) < C +/ Ly(s)ds

to
for all t € I. Then, we have y(t) < Cellt=tl forall t € I.

Proof. We prove only the case when ¢ > ¢y,. The case t < ¢t is similar and left as an
exercise for readers. The proof of the inequality is by the barrier method, which is very
common in the studies of PDEs too. When ¢ > g, z(t) := Cel(!=%) is a solution to the
integral equation

t
(2.10) z(t)=C +/ Lz(s)ds.
to
Graphically, the desired result y(¢) < z(¢t) for all ¢ > ¢, (and ¢ € I) means that the
graph of y(t) always stays below that of x(¢). We will prove that it is true by contradiction.
Heuristically, we assume there is a first time ¢; > ¢, at which y(t) overtakes z(t), we will
try that show that it will contradict (2.9) and (2.10). However, there is a subtle issue for
this idea but it can be resolved by a common ODE/PDE technique so-called the ‘e-trick’.
We will explain why it is needed in Remark 2.38 after the proof.

Given any ¢ > 0, (2.9) implies that for all ¢ € I, the following holds:
t
(2.11) y(t) < (C+¢) +/ Ly(s)ds.
to

Let z.(t) = (C + ¢)el(*=*) which is clearly a solution to the integral equation:

2.12) .(t) = (C+2) +/t La.(s)ds.

to
Initially at ¢ = to, we see y(to) < C + ¢ and z.(ty) = C + ¢, and so y is strictly below x..
We claim that y(¢) stays below z.(¢) at all time ¢ € I.
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We prove by contradiction: assume t=1tg
that there is a time ¢; > tp such that o zo(ty) = y(t1)

y(t1) = x.(t1), and that t; is the first !
such time, meaning that y(¢) < x.(t) for z:(0) %
t e [to,tl), while y(tl) = xe(tl). Then, y(O) 1 !

the area bounded by y(¢) and z.(t) for s
t € [to,t1] must be positive, i.e. ty ..
L positive area

(2.13) /t1 (z:(s) —y(s))ds > 0.

to

However, by substituting ¢ = t; into (2.11) and (2.12), followed by a subtraction
(2.11) - (2.12), we get:

y(tr) - zo(h) < / " Liy(s) — 2 (s))ds.

to
Since L > 0 and y(t1) = z.(t1), we have
t1
0< / (y(s) — z(s))ds.
to
which contradicts (2.13).
This proves y(t) < x.(t) = (C + ¢)el*~%) for any ¢ € [ty,00) N I. Since ¢ > 0 is
arbitrarily small, letting £ — 0 shows
y(t) < lim (C + e)elt—to) = Ceklt—to)
e—0+

for any t € [tg,00) N I. It completes the proof of the case ¢t > ¢, the other case is left for
readers. O

Exercise 2.20. Complete the proof of Theorem 2.37 for the case t < . As a hint,
compare y(t) with z.(t) = (C + ¢)e~L(!=%) which solves the integral equation:

ze(t) = (C+¢) —/ Lz.(s)ds.

to
O

Remark 2.38. We need to invoke the ‘e-trick’ in the proof but not directly compare y(t)
and z(t) = Ce (=) because we can guarantee only y(to) < z(to) but not y(to) < x(to),
so it may not be possible to produce a region of positive area that gives a result similar to
(2.13). O

Exercise 2.21. Let C' be any real constant and v(t) : (—oo, c0) — R is a continuous
and nonnegative function. Suppose u : [0,«] — R is a continuous function that
satisfies:

t
u(t) < C + / w(s)u(s)ds forallt € [0, al.
0
Prove that:

u(t) < Cexp </Otv(s)ds> for all € [0, al.
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2.7. Uniqueness of Solutions

One important consequence of the Gronwall’s Inequalty (Theorem 2.37) is the uniqueness
theorem of ODEs with an initial condition. Recall in the linear case, uniqueness was
established as a Corollary 1.31 to Theorem 1.29. We showed that if both x; (¢) and x2(t)
solve a linear system x’ = Ax, then the following inequality holds for all ¢t € (—o0, 00):

%1 () — x2(t)] < |x1(0) — x5(0)] el AN,

Consequently, if they have the same initial conditions, i.e. x;(0) = x2(0), then this
inequality implies x; (t) = x2(¢) for all time ¢ € (—o0, 00). Furthermore, this continuous
dependence inequality also gives an estimate of the two solutions to the same system but
with different initial conditions.

Now we move on to the nonlinear (possibly non-autonomous) systems. We will
establish a similar continuous dependence inequality for a system x’ = F(x, ¢) where F is
a vector field with sufficiently regularity, such as C*, or more generally, locally Lipschitz
continuous.

We first start with the Lipschitz continuous case:

Theorem 2.39 (Continuous Dependence Inequality for Nonlinear Systems). Let Q C R¢
be an open domain and I be a time interval. Suppose F(x,t) : Q x I — R? is a vector
field which is Lipschitz continuous on ) x I with a Lipschitz constant L. If x;(t) and x2(t),
are both solutions to the system x’ = F(x,t), and x1(t), x2(t) € Q for t in some interval
I' C I, then we have:

(2.14) |1 (t) — xa2(t)| < |x1(to) — Xa(to)] "I~
forany ty, t € I'.

Remark 2.40. In simpler terms, the inequality (2.14) holds as long as both solutions
stay inside 2. O

Remark 2.41. The linear case (Theorem 1.29) is a special case of Theorem 2.39 since
for any square matrix A, the map x — Ax is Lipschitz continuous on R with a Lipschitz
constant || A]. O

Remark 2.42. Similar result holds for autonomous systems x’ = F(x) provided that F
is Lipschitz continuous on ). The proof is the same. O

Proof of Theorem 2.39. Define y(t) := |x1(t) — x2(t)| for t € I'. We are going to show
y(t) satisfies the integral inequality (2.9) for some suitable constant C'. Since both x; ()
and x»(t) solve the system x’ = F(x,t), they solve the following integral equations:

x1(t) = x1(to) —l—/t F(x1(s), s)ds

X2 (t) = xa(to) —|—/ F(xa(s), s)ds

to

Subtracting the two integral equations, we have:

x1(t) — x2(t) = x1(to) — x2(t0) —|—/ (F(x1(s), s) — F(xa(s), $)) ds.

to
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Therefore,

Ix1(t) — x2(t)] < [x1(to) — x2(to)| + /t (F(x1(s), 5) — F(x2(s), s)) ds
< [x1(to) —x2(to)| + [ [F(x1(s), s) — F(x2(s), s)| ds

to

< |x1(to) — x2(t0)] +/ L|x1(s) — x2(s)| ds.

to

Here we have used the fact that F is Lipschitz continuous with a Lipschitz constant L,
and both x;(t), x2(t) € Q for ¢t € I'. Therefore, for any ¢ € I, we have:

y(t) < x1(to) — xalto)| + / Ly(s) ds
=:C fo

for all ¢t € I'. By the Gronwall’s Inequality (Theorem 2.37), we have:
y(t) < |xa(to) — xa(to)| X1

for all t € I’, as desired. O

As in the linear case, if x; (tg) = x2(to), then we must have x;(t) = x2(t) as long as
they are in Q2 on which F is Lipschitz continuous. Thus we have the following corollary:

Corollary 2.43 (Uniqueness Theorem: Lipschitz). Suppose F(x,t) : Q x I — R? be a
vector field which is Lipschitz continuous on 2 x I and xg is a point in Q. If x;(t) and
x5(t), defined on t € I' C I such that x;(t), x2(t) € Q for t € I', are both solutions to
the IVP:

x' =F(x,t), x(to) = xo,
then we have x; (t) = xo(t) forall t € I'.

Remark 2.44. In simpler terms, the corollary asserts that the solution to an IVP is unique
as long as the solution lies in €. O

Note that both Theorem 2.39 and Corollary 2.43 require F to be Lipschitz continuous
on ) x I (or on 2 for autonomous systems). This condition may be quite restrictive
because F is usually not Lipschitz continuous if ) is taken to be R?. However, with
a slightly extended argument, one can prove the IVP still has uniqueness if F is just
assumed to be locally Lipschitz continuous.

The key idea is as follows: suppose F is locally Lipschitz continuous on 2 x I, and
we have two solutions x; (¢) and x5 (t) to an IVP:

x' =F(x,t), x(0)=xo.

One can choose a small ball B, (x) such that F is Lipschitz continuous on B, (x¢) x I.
Then apply Corollary 2.43 with B, (x) in place of 2, then the two solutions x; (¢) and
xo(t) agree as long as they are inside the ball. At the time they leave the ball, we
draw another ball on which the vector field is Lipschitz continuous, and then one can
extend the uniqueness result for a little while. Heuristically, the uniqueness result can be
extended to the whole Q by successively covering the trajectory by these balls. We will
give a proof for this in a more rigorous way:
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Corollary 2.45 (Uniqueness Theorem: Locally Lipschitz). Suppose F(x,t) : Q x I — R?
be a vector field which is locally Lipschitz continuous on €2 x I. Let xq be a point in .
If x1(t) and x2(t), defined on t € I' C I such that x,(t), x2(t) € Q for t € I, are both
solutions to the IVP:

x' =F(x,t), x(ty) = xo,
then we have x;(t) = x(t) forall t € I'.

Proof. We prove by contradiction. Initially, x;(tg) = x2(to). Assume x; and xo start
branching out at a time 7" € I’. Then, x;(t) = x2(¢) for any ¢ € [to,T]. Let p := x1(T),
there exists a ball B,.(p) C €2 such that F is Lipschitz continuous on B, (p) x I. However,
since x;(T') = x2(T'), Corollary 2.43 asserts that x; (t) = x2(t) fort € [T' — §,T + 4] for
some small > 0 as long as the solutions x; (¢) and x(t) stay inside the ball B, (p) for
te|T—0,T+90].

This shows x; (¢) and x5 (t) agree at least on the time interval [ty, T+ ], contradicting
to the fact that T is the time they start branching out.

Therefore, there is no such T' € I’ and so x;(t) = xo(¢) for all ¢ € I’. Similar
argument applies to show uniqueness for backward time. O

Recall in Theorem 2.21 asserts that a vector field F € C'(2 x I), or F € C'(Q) on
an open domain 2 must also be locally Lipschitz continuous. Therefore, Corollary 2.45
applies to C! vector fields.

The (local) Lipschitz continuous condition was used to establish the uniqueness of
solutions. Without this condition, the solution may not be unique as demonstrated by
the following counter-example:

Consider the IVP:

' =23, z(0) =0.
While z(0) = 0 is an obvious solution to the IVP, there is an infinite family of non-zero
solutions {z(t) }a>0 given by:

ra(t) = {O ift € (—o0,al;

% ift € (o, 0).

Exercise 2.22. Verify that for each « > 0, z,(t) is a solution to the IVP
' =23, 2(0)=0.

The uniqueness theorem does not apply to this IVP because the initial condition is z¢ = 0.
Take any open interval © in R that contains 0, the function F(z) = 2%/3 is not locally
Lipschitz continuous on (2 because F”’(z) = 2z~'/3 is not bounded as z — 0.

However, the uniqueness theorem applies if we take Q@ = (0,00), for instance.
F(x) = 2*/% is locally Lipschitz continuous on (0, c0). Take any z( € (0, c0) and then the
VP

' =23 2(0) ==z

has a unique solution as far as z(t) € (0, 00). However, it is possible for z(¢) to branch
out when it approaches 0 either in forward or backward time.

Exercise 2.23. Fix § € (0, 1), show that the IVP:
' =z, 2(0)=0

has infinitely many solutions by explicitly constructing them.
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The continuity dependence inequality (2.14) can be generalized to allow the two
solutions which not only have different initial conditions but also satisfy two different
systems. See the exercise below:

Exercise 2.24. Let ) be an open domain in R? and I be an interval. Suppose
F:QxI—R¥and G :Q x I — R? are two continuous vector fields defined on 2
such that
|F(z,t) — G(z,t)| <e

for any (z,t) € Q x I. Suppose further that F is Lipschitz continuous on  x I with
a Lipschitz constant L > 0 (while G is not assumed to be Lipschitz continuous).
Suppose x(t) and y(¢) be solutions to the systems x’ = F(x,t) and y’ = G(y,t)
respectively, show that:

(215)  [x(t) - y(8)] < [x(to) = ylto)leHt ol + S (ePh=tol — 1)

for any ty, ¢t € I as long as solutions exist. [Hint: Write the systems as two integral
equations, and use Gronwall’s Inequality at some point.]

2.7.0.1. Flow of autonomous systems. For linear systems x’ = Ax, the flow
®;(+) : RY — R? is defined as a map whose input is a point x( in R? and output is a point
reached by flowing along the phase portrait from x, for ¢ unit time (forward if ¢ > 0 and
backward if t < 0). In Section 1.3, we know that for linear systems the flow is given by
®,;(x0) = e'*xo where t is defined on (—oco, o) for every xq.

We are going to define a similar flow for nonlinear systems. As an introductory course,
we focus on autonomous systems x’ = F(x) only because the flow, as we will prove, will
satisfies a nice property analogous to ®; o &, = &, for the linear case. However, a
similar results does not hold if we define the flow for non-autonomous systems.

Let 2 be an open domain of R?, and F is locally Lipschitz continuous on €. The
existence and uniqueness theorems we established earlier shows that the IVP

x' =F(x), x(0)=xq
has a unique solution x(¢) as long as it is inside 2. This allows us to define the flow
©1(xp) to be the solution x(t). However, readers should be caution that the flow for a

nonlinear system may not define for all ¢. In fact, different initial conditions may give
different maximal existence times!

For example, consider the one dimensional system 2’ = 22. If the initial condition is
2(0) = 0, then z(¢) = 0 is the solution which is defined for all ¢t € (—o0, 00). However, if
the initial condition is z(0) = 1, then z(t) = & which is defined for ¢ € (—occ, 1) only.

As per the above discussion, the flow of a nonlinear system may not be defined on

all of Q x (—o0, o) but only on a subset of it. Here we denote the set for which a flow
map of a nonlinear system can be defined by:

S(F) == |J {x0} x I,
X0 €N
where I, is the maximal time interval of the IVP x’ = F(x), x(0) = x.

Remark 2.46. Note that 3(F) depends on the vector field F : Q — R, If the vector field
can be understood in the context, we can simply write 3 for the domain of flow. O

Example 2.13. Consider the one-dimensional system 2’ = 22, i.e. F(z) = 22 which
is locally Lipschitz continuous on R. If the initial condition is 2(0) = 0, then the
solution to the IVP is z(¢) = 0, and so Iy = (—o0,00). If ¢y # 0 and the initial
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condition is 2(0) = x¢, then a simple separation of variables shows that the solution
to the IVP is z(t) = 1“2 Therefore,

1—x
(x617oo) if 29 < 0;
(—o0,z5t)  ifwg > 0.

Ly =

To summarize, the domain of flow for this system is the open region bounded by
the hyperbolas xt = 1 in the (¢, z)-plane. O

Exercise 2.25. Find the domain of flow ¥ of the one-dimensional system z’ = 14 z2.
Sketch the domain of flow on the (¢, z)-plane.

Definition 2.47 (Flow of Nonlinear Autonomous System). Let 2 be an open domain of
R?, and F(x) : Q — R? be a vector field which is locally Lipschitz continuous on €. The
flow of the system x’ = F(x) is a map ¢¥ (x,t) : X(F) — € such that for each x, € ©,
the curve ¢¥ (xq, t) is a solution to the IVP:

x' =F(x), x(0)=xp.
Alternatively, the flow ¢¥ (xg,t) can be denoted by ¢F (xq). Furthermore, if the

vector field F of a flow can be understood from the context, we can omit the superscript
F and simply write ¢(xq,t) or +(xq).

Remark 2.48. Throughout the course, we will use ®; to denote the flow of a linear
system, and ¢, for nonlinear systems. d

Remark 2.49. The flow ¢, is well-defined on X by the existence and uniqueness theorems
(Theorem 2.22 and Corollary 2.45). O

Example 2.14. For ODE systems of more than one equations, the solution to an
IVP is often difficult (if not impossible) to find. Therefore, it is almost impossible to
write down an explicit domain of flow ¥ and the flow ¢; of the system. However, it
is sometimes possible to do so in one dimension:

(1) Consider the system 2/ = 22 which C! on R. With an initial condition

z(0) = o, the solution is given by z(¢) = 1*2—. The flow, on its domain of
flow, is given by ¢:(z0) = 172.

(2) The system 2’ = 1 + 22 is C'! on R, and the solution with initial condition
z(0) = zo is given by z(¢) = tan(¢ + arctan(zy)). The flow is therefore
oi(xo) = tan(t + arctan(zg)) wherever it is defined.

O

Exercise 2.26. Find the domain of flow X and the flow ¢, of the system z’ = z3.
2.7.0.2. Conftinuity of flow. The flow ®; of a linear system is a continuous function
on R? for any fixed t € (—oo,00). It is a consequence of the continuous dependence
inequality (Theorem 1.29). For nonlinear systems, since we also have a similar continuous
dependence inequality (Theorem 2.39), one should expect ¢; is also continuous for each
fixed t¢.

However, there is a subtle issue we need to resolve for nonlinear systems on an open
set {2, namely the domain of flow ¥ may not be all of Q x (—oc,0). Therefore, for
each fixed ¢, the flow ¢, cannot be always regarded as a map from 2 to 2. For instance,
consider the ODE 2’ = 2?2, with Q = R, where the domain of flow is the open region
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bounded hyperbolas ¢tz = 1. Therefore, if we fix ¢t = 1, the flow ¢; is only defined on
xo € (—o0,1).
As per discussion of the previous paragraph, we will denote
S:(F) :={x0 € Q: (x0,t) € Z(F)}
and call ¥;(F) the ¢-slice of X(F'). If the vector field F is clear from the context, it can be
omitted in the notation and we can simply write ;.

Remark 2.50. Note that the domain of flow X(F) is a subset of 2 x (—o0, c0) while the
t-slice ¥, (F) is a subset of Q. O

Example 2.15. Here is an examples of finding ¥; of one-dimensional systems. In
general, the t-slice of the domain of flow of a nonlinear system cannot be easily
found.

The system 2’ = 22 has domain of flow 3 equal to the open region bounded by
hyperbolas tx = 1. In other words

Y =A{(t,z): te <1}
For each fixed ¢, the t-slice is given by:
(t71,00) ift <0;
Yi=<R if t = 0;
(—oo,t71) ift>0.

Exercise 2.27. Find 3, for each fixed ¢ of the system 2/ = 1 + 2.

We are about to prove that the flow ¢, at each fixed time ¢ is a continuous map.
The key ingredient is to apply the continuous dependence inequality (Theorem 2.39)
and rewrite it using the flow notations. However, the continuous dependence inequality
requires the vector field F to be Lipschitz continuous on the whole domain, but we
only assume local Lipschitz continuity here. Thanks to the Heine-Borel’s Theorem, one
can show local Lipschitz continuity on a closed and bounded set K implies Lipschitz
continuity on K (proof left as an exercise for readers). We will invoke this result in the
proof below.

Proposition 2.51 (Continuity of Flow). Suppose F : Q — R is a locally Lipschitz vector
field on an open set Q) C R%. Then, for each t € (—o0, c0), the t-slice ¥ (F) is an open set
of Q, and the flow o, : ¥¢(F) — R? of the system x’ = F(x) is a continuous map.

Proof. For each fixed ¢t > 0 (similar for ¢ < 0) and xo € X;(F), the trajectory of the flow
{¥s(x0) }sefo,1)> as long as it stays in 2, is a bounded since ¢ — ¢;(xo) is a continuous
function and [0, ¢] is closed and bounded. One can then find a bounded open set O
containing the trajectory {((x0)}sejo,4, and that O C Q. Since F is locally Lipschitz
continuous on 2 (and hence on O as well), by the standard Heine-Borel’s argument there
exists a Lipschitz constant L such that |F(x) — F(y)| < L|x — y| for any x,y € O. Using
the continuous dependence inequality (Theorem 2.39) rewritten in flow notations, we
have:
e (%) = e (x0)| < |x = xo] ™"

provided that {¢,(x)}sep0,4 is in O.

The continuity of ¢, follows directly from the continuous dependence inequality
(Theorem 2.39) which, using the notation of flows, is stated as |p:(x) — p¢(x0)| <
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|x — xo| e"I*l. By letting x — x (with ¢ fixed), the squeezing principle implies ¢;(x) —
©t(x0), which is exactly what is meant by ¢; being continuous at x, for each fixed ¢.

The open-ness of ¥;(F) is also a consequence of the continuous dependence inequal-
ity, but in a slightly non-trivial way. Here we need to show that when x is sufficiently
close to xo, the flow ¢;(x) is defined at ¢. Since the trajectory from {5 (x0)}scjo,s (keep
in mind ¢ is fixed) is bounded in O, there exists d > 0 such that the distance from
any point on the boundary 00O is at least distance d from the trajectory. We claim if
Ix —xo| < %e~L*, then ;(x) must be defined at t. Suppose otherwise ¢,(x) is only
defined for s € [0,¢') where ¢’ < ¢. Then the solution ¢,(x) encounter finite-time singu-
larity and by Theorem 2.31, ¢(x) must go outside of 2 as s — ¢. There must be a time
T € [0,t') at which ¢, (x) leaves O the first time. Then ¢, (x) is on the boundary of
and so is at least distance d from the trajectory {¢4(xo)}se[o,¢- Therefore, the continuous
dependence inequality shows:

d d
d < |7 (%) — @7 (x0)| < |x — x| " < 56_” celt = 3

which is clearly a contradiction. Therefore, (;(x) must be defined at ¢ for x € B 4ot (x0),
proving that ¥; is an open set. O

The continuity of ¢, as we will see, will be crucial for studying stability in Chapter 3
and proving the Poincaré-Bendixson’s Theorem in Chapter 4.

One can also prove that ¢; is C* on Q whenever F is C* on Q. The proof is more
technical and hence omitted in the course. Interested reader may consult the lecture
notes by Brendle for the case k = 1.

2.7.0.3. Autonomous versus non-autonomous systems. For linear systems x’ =
Ax, the flow &, has an intuitive property that &;(®.(xg)) = P11s(xg) for any ¢, s €
(—o0,00) and xo € RY. This turns out to be true for nonlinear autonomous systems
too, i.e. p:(ps(x0)) = @its(X0) provided that (xo,t), (xo, s) and (xg, s + t) are all in 3.
However, it is important to keep in mind that it is in general not true if one defines the
flow for non-autonomous systems in a similar fashion.

Proposition 2.52. Let 2 C R? be an open domain. Suppose F : Q — R? is locally
Lipschitz continuous on ). Denote o(xg,t) : X(F) — € the flow of the autonomous system
x' = F(x). Then, for any t, s and xq such that (xo,t), (xo, $), (X0, t + s) € Z(F), we
have:

©i(ps(x0)) = Prs(x0)-

Proof. The proof follows mostly from the uniqueness theorem (Corollary 2.45). Regard-
ing s as a constant and ¢ as the parameter, we will show both ¢;(ps(x0)) and ¢4 5(x0)
are solutions to the same system with the same initial data at ¢ = 0. As they are given to
be inside (2, it will then follow from the uniqueness theorem that they must be equal.

For any y, € Q, the ¢(yo,t) for ¢t € Iy, is a solution to x’ = F(x). In other words,
we have:

i (yo)
ot

= F(p(yo))-
Using this, we can deduce:

%@t(%(XO)) = F(¢1(ps(x0))) (substitute yo = ©4(x0))
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On the other hand, we have:

0 _ Oprys(xo) O(t+s) .
E%H(Xo) = o+ En (chain rule)
= F(pt4s(x0)) (substitute yo = ¢145(%0))

These show both ¢;(¢s(x0)) and ¢;1(x¢) satisfies the system x’ = F(x). Initially at
t = 0, we have:

[pe(ps(x0))]i—o = Ps(*0) (using o = id)
[Pr+s(x0)]—0 = ¥s(*0)
Therefore, they have the same initial data! By the uniqueness theorem, we have

@i(ps(%0)) = Pi+s(x0),
as desired. O

Remark 2.53. Note that the same argument does not apply to non-autonomous systems
x' = F(x,t) if ¢, is defined in a similar way. Since then

0

7Pt (2s(x0)) = F(o(0s(x0)), 1)

but,
o _ Opiis(x0) O(t+ )
at@t-&-s(XO) - 8(t+s) ot

=F(ois(x0), t+s ).
not the same!
Even for a simple non-autonomous system like 2’ = 2t, the solution with initial condition
2(0) = g is x(t) = t? + x¢. The “flow” is given as ¢;(zg) = 2 + x¢. It can be easily
verified that:
¢i(@s(x0)) = @u(s? + o)
=12+ (s +a0) =t + 5>+
Prvs(z0) = (t+5)* + o
:t2+2ts+52+z0.

S0 @1 0 s F Pris! U
Exercise 2.28. Let ¢, be the flow of a C! vector field F : R¢ — R¢, i.e. autonomous.

Suppose ;(x() is defined for all ¢ € [0, c0) and as t — oo, we have ¢;(x¢) — y € R9.
Show that yj is an equilibrium point, i.e. v;(yo) = yo for any s € (—o0, 00).
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2.8. Peano’s Existence Theorem

Lipschitz continuity is a fundamental assumption in all results we have discussed in
this chapter. If the vector field F is not (local) Lipschitz continuous, we have seen that
uniqueness is not guaranteed. A quick counterexample is

=23 x2(0)=0.

The function F(x) = 22/3 is not Lipschitz continuous on any domain containing 0, and
we have seen there are infinitely many solutions to this IVP.

It is natural to ask whether we still have existence of solutions if F is not (local)
Lipschitz continuous? The answer is positive, provided that F is continuous (which is
not necessarily Lipschitz continuous). In this section, we will give a proof of existence of
solutions by assuming F is continuous only. This proof is a bit more technical than the
Picard-Lindel6f’s Existence proof. It uses a famous theorem in analysis, the Arzela-Ascoli’s
Theorem.

In order to state the theorem, we need to give a new definition.

Definition 2.54 (Equicontinuity). Let I = [a,b] be a closed and bounded interval.
Suppose x,(t) : I — R? is sequence of continuous functions defined on I. This
sequence is said to be equicontinuous on [ if for any given € > 0, there exists a 6 > 0
which depends only on ¢, such that whenever |t — s| < ¢ and ¢, s € I, we have

Ixn(t) —xn(s)| <e

for every n.

Remark 2.55. The key difference between “all x,,(¢)’s are continuous on I” and “the
sequence x,(t) is equicontinuous on I” is about how § depends on other quantities. We
say that all x,,(t)’s are continuous on [ if for any € > 0, any ¢t € I and any n € N, there
exists a § > 0 which may depend on ¢, ¢, and n, such that whenever |t — ty| < §, we
have |x,,(t) — x,(to)| < e. However, when we say the sequence x,,(¢) is equicontinuous
on I, this § can only depend on . O

Example 2.16. Let z,(t) = £ on I = [0,1]. Then {z,(t)} is an equicontinuous
sequence on [ because for any ¢ > 0, one can find § = ¢ > 0 (of course depends
only on ¢), such that whenever ¢, s € [0,1] and |t — s| < J, we have:

t S

1
n(t) — Ty = = —|t — <|t— <d=e.
)~ 2a(e)| = [ £ = 2 = L — s <pp—s <o =

However, y,,(t) = nt on I = [0, 1] is not an equicontinuous sequence on I. Take
€o = 1, for any 6 > 0, one can take t = 0 and s = g, and we have ¢, s € I and
|t — s| < ¢. However, then

né
[Yn(t) —yn(s)] = nlt —s| = o > ¢
when n > 2.
Nonetheless, for each n, the function y,,(¢) is continuous on I. O

x
n

Exercise 2.29. Let I = [0, 27]. Show that the sequence of functions z,,(¢) := sin
is equicontinuous on I, but y, (t) := sin(nt) is not.
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Exercise 2.30. Suppose {x,(t)}>2, is a sequence of differentiable functions on
t € [a,b] such that x/,(¢) is uniformly bounded on [a,b]. Show that {x,(¢)} is a
equicontinuous family on [a, b].

Theorem 2.56 (Arzela-Ascoli’s Theorem). Let I = [a, ] be a closed and bounded interval.
Let x,,(t) : I — R be a sequence of functions such that:

(1) there exists a constant M > 0 (independent of t and n) such that |x,,(t)| < M for any
nand t € I (in other words, we say the sequence x,,(t) is uniformly bounded); and
(2) the sequence {x,(t)} is equicontinuous on I.

Then, there exists a subsequence x,, (t) that converges uniformly on I to a limit function
y(t) as k — oo.

We omit the proof here. The proof is essentially by a diagonalization argument. Using
the Arzela-Ascoli’s Theorem, Peano gave the following ingenious proof of an existence
theorem in 1890.

Theorem 2.57 (Peano’s Existence Theorem). Let Q be an open domain in R¢ and
I = [T, T) be a closed and bounded time interval. Suppose F(x,t): Q x I — Réisa
continuous vector field on ) x I. Then for any xq € §), the IVP

x' =F(x,t), x(0)=xg

has a solution x(t) defined on t € [—¢, €] for some small € > 0.

Proof. We will only prove that there is a solution defined on ¢ € [0, ¢] for some ¢ > 0,
since to show there is a solution on [—¢, 0] is similar.

Let B, (x¢) be an open ball in Q such that B, (xq) C €. By continuity of the vector
field F, there exists M > 0 such that |[F(x,t)] < M for any (x,t) € B,(xg) x I. Let
e < min{4;,T} > 0. We define a sequence of functions x,(t) : [0,] — R? in the
following way:

Denote .J = [0, ¢]. For each n, divide .J into n-subintervals (each has width £):
o = [0, ¢/n]
Ty =le/n, 2(/n)]

Ty = (n—=1)(e/n), €],

or in short, J* = [(k — 1)(¢/n), k(¢/n)] foreach 1 < k < n.

Unlike the Picard’s iteration sequence whose n-th term is defined by the previous
(n—1)-th term, we define x,,(¢) on each subinterval J* successively by its previous values
on JE=1. We first define:

xn(t) i =% forte Jl.

Then on the next subinterval J2, we define:

t—E
x5 (t) :=x¢ +/ F(x,(s), s)ds forte J2.
0

not a typo!
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When ¢ € J72 which is an interval of width £, then ¢ — £ is in the previous subinterval J!.
Therefore, the integral

t—E&
/ F(x,(s), s)ds
0
is well-defined since s € [0, t — £] C J;} on which we have already defined x,,.

Now that we have already defined x,,(¢) for t € J} U J2

2 next we move on to J3 in a
same fashion. Define:

t— &

n

Xn(t) := Xo —|—/ F(x,(s), s)ds forte J3.
0

It is again well-defined since ¢ € J implies t — £ € J2, and x,,(s) is already defined for
seJuJi
By successive definition of x,,(¢) on each JF via the relation:

=5
(2.16) Xp () :x0+/ F(x,(s), s)ds fortec J2U...uJ",
0

we get a sequence of functions {x,,(¢)}>2, defined on J := [0, ¢].

Next we show that x,,(t) € B,(xo) for t € J. Obviously, this is true when ¢ € J!. If
this is true for t € J} U ... U JE~! then for t € JF, the relation (2.16) implies:
r

Vi r.

t—=
1% (£) — Xo g/ IF( x,(s) , s)\dng‘tf 5’ <M-e<M-
0 N—— n
€B,(x0)
By induction, we have x,,(t) € B,(x¢) for any ¢t € J. In particular, the sequence of
functions x, (t) is uniformly bounded on J since by triangle inequality, we have:
[%n (B)] = [xn(t) — x0 + x0| < |xn(t) = x0| + [%0| < 7+ |x0]
——
finite constant
forany t € J and n € N. It verifies the first condition of the Arzela-Ascoli’s Theorem.
Next we argue that the sequence x,,(¢) is equicontinuous on J:

We first show that for any ¢, s € J, we have |x,,(t) — x,(s)| < M|t — s|, then the
equicontinuity will follow easily.

When t, s € J2U...UJ%, by (2.16), we have (without loss of generality assuming
s < 1)

1% (£) — %0 ()| = A B (s (r), T)dr — /57 F(x(r), 7)dr

0

n

sl ) o D) =

We leave it as an exercise for readers to verify this is also true if at least one of ¢, s is in
JL
For any ¢’ > 0 (we use ¢’ here because ¢ was already used to denote the width of the
interval), let § < %7, then given any ¢, s € J and |t — s| < J, we have:
1% (t) — xp(s)| < M|t —s| < M < €.

Therefore, the sequence x,,(¢) is equicontinuous on J.
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Now the sequence x,,(¢) is both uniformly bounded and equicontinuous on J. By
Arzela-Ascoli’s Theorem, there exists a subsequence x,,, () which converges uniformly on
J to a limit function x,(t) as n; — oc.

Finally, we are going to show that this x,(¢) is a solution to the given IVP. Clearly,
x,(0) = x¢ for all n € N, and so x.,(0) = xg, which verifies the initial condition. For
any ¢ > 0, we and choose n; sufficiently large so that ¢ ¢ J, which has width & —0as
n; — oo. By (2.16), we have:

t— &

n;

Xn, (1) = X —|—/ F(xp,(s), s)ds

0

=x0+ /Ot F(x,,(s), s)ds — /ti; F(xy,(s), s)ds.

<M-=—0asn;—o00
k2

As n; — oo, we have:
t
Xeo(t) = %0 + lim F(xp,(s), s)ds.

n; —»00 0

Since F is continuous on the compact set B,.(xg) x J, it is also uniformly continuous

on B,(x¢) x J. For any ¢’ > 0, there exists 6 > 0 depending only on ¢’, such that
whenever y, z € B, (xg) and |y — z| < J, we have

|F(y,t) — F(z,t)] <€
foranyt € J.
As x,,, converges uniformly on J to x., as n; — oo, there exists N > 0 such that
whenever n; > N, we have |x,, — Xxl|,, ; < J, which implies
F(xn, () — F(xeo(t))| < €

for any ¢t € J. Therefore, F(x,,,) converges uniformly on J to F(x«,-), thus allow
switching between limit and integral signs, i.e.
t

lim F(xp,(s), s)ds :/0 lim F(xy,(s), s)ds :/0 F(x0(8), s)ds.

n; —>00 0 n; —»00

Therefore, the continuous function x(f) on J satisfies the integral equation:

t
Xoo(t) = Xg —|—/ F(xoo(s), s)ds
0
and so it is a solution to the given IVP. O

To summarize, given an IVP x’ = F(x,t), x(0) = xq:
e if F is (globally) Lipschitz continuous on R% x (—oo, cc), then the IVP has a unique
global solution x(¢) defined on ¢t € (—o0, c0);

e if F is Lipschitz continuous on 2 x [T, T| where ( is an open set in R? containing
X, then the IVP has a unique solution defined at least for short-time ¢ € [—¢, ¢].

e if F is only continuous near xq, the IVP still has a solution defined at least for
short-time ¢ € [—¢, €], but it may not be unique.



Chapter 3

Stability

An equilibrium solution of an ODE system is a special solution which is stationary in the
phase portrait. Precisely, it is a solution of the form x(t) = x* for all t where x* € R? is
fixed. For an autonomous system x’ = F(x), an equilibrium solution x(¢) = x* can only
happen when F(x*) = 0.

In the rest of the course, we will focus exclusively on autonomous systems. The
central theme of this chapter is about whether an equilibrium solution is stable or not,
which is an important concept to be defined. Heuristically, a stable equilibrium is one
that if you move slightly away from the equilibrium point, it will stay close or even flow
towards to the equilibrium point as time goes. An unstable equilibrium, as the name
implies, will move away from the equilibrium point.

For linear systems x’ = Ax, the general solution suggested that if the eigenvalues
of A are all negative, then the origin, which is an equilibrium solution, will tend to be
stable, while if A has a positive eigenvalue, the solution will tend away from the origin if
one moves slightly away from it along the eigenvector direction.

In this chapter, we will first give the rigorous definition of stability, and verify that
the stability of a planar linear system is determined by the eigenvalues of the matrix.
Then, we will work with nonlinear systems using linear approximations (i.e., compare
them with their linear counterparts). One neat and elegant fact is that phase portrait of
the a nonlinear system effectively resembles its approximated linear systems near the
equilibrium point!. Since the stability of the approximated linear system can be studied
by solving for its eigenvalue, one can then determine the stability of the nonlinear system
by looking at its linear approximation.

3.1. Definitions of Stability

We begin by defining several notions of stability.

Definition 3.1 (Equilibrium Point). A point x* € R? is an equilibrium point, or an
equilibrium solution, of an autonomous system x’ = F(x) if F(x*) = 0.

IThere are some exceptions though. We will discuss that later.
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Example 3.1. To find equilibrium point(s), we can set F(x) = 0 and solve for x.
For instance, equilibrium points of the system

2] [23 +
b T — a3

x%+9:2:0

can be found by solving:

x; — x5 =0.

The second equation implies #; = 22 and substitute it into the first, we have

x5 + x9 = 0, or equivalently x5 (23 + 1) = 0. Therefore, 2 = 0 or x5 = —1. The
former case gives (x1, z2) = (0,0), the second case gives (z1,22) = (1, —1).
Therefore, there are two equilibrium points (0,0) and (1, —1). O

Definition 3.2 (Stable and Unstable Equilibria). Let 2 be an open domain in R? and
F:Q — R?isa C! vector field. Consider an autonomous system x’ = F(x). Suppose
x* € Q) is an equilibrium point of the system, i.e. F(x*) = 0, then

(1) We say x* is stable if for any open ball B.(x*) C 2, there exists an open ball Bs(x*
such that whenever x, € B;s(x*), we have ¢,(x¢) € B.(x*) for all ¢ € [0, c0).

(2) We say x* is asymptotically stable if for any open ball B, (x*) C (2, there exists an|
open ball Bs(x*) such that whenever x, € Bs(x*), we have ¢;(x¢) € B:(x*) for
all t € [0,00) and ¢;(xg) — x* as t — co. [Therefore, asymptotically stable implies
stable.]

(3) We say x* is unstable if it is not stable. Precisely, x* is an unstable equilibrium if]
there exists an open ball B.(x*) C 2, such that for any open ball Bs(x*), there
exist a point xo € Bs(x*) and a time 7 € [0, 00) with ¢, (x¢) & B:(x*).

Figure 3.1. For a stable equilibrium point 0: one can find a small § such that for any
xo € Bs(0), the forward flow ¢¢(0), ¢ > 0, always stays inside B.(0).

Example 3.2. Suppose the flow ¢; of a nonlinear system x’ = F(x) with an
equilibrium point x* satisfies:
@) lpe(x0) —x*| < Clxg — x| e

for all t € [0,00) and any x, € R, where C > 0 is a constant. We are going to
verify from the definition that x* is asymptotically stable.
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Figure 3.2. For an unstable equilibrium point 0: no matter how small ¢ is, one can
always find xg € B;s(0) such that it flows outside the e-ball after some finite time.

Given any ¢ > 0, we need to find § = (which is left blank for a while),
such that whenever |xo — x*| < J, we have |p;(x¢) — x*| < e for any ¢ € [0, 00). In
order to achieve this, we consider:

loi(x0) — x*| < Clxo — x*|e" (by the given condition)
< C'|xo — x| (since et < 1fort > 0)
<Cé (whenever |xo — x*| < §)

To ensure |p;(xo) — x*| < €, one can choose § equal to anything smaller than eC 1.

To recap the whole argument: given any & > 0, pick § = 3eC~', then whenever
|xo — x*| < &, we have

1
[pr(x0) = x"| < Clxo —x"| < C6=C- 3eC 7' = g -

for any ¢t € [0, c0). In other words, whenever xo € Bs(x*), we have ¢,(xg) € B.(x*)
for all ¢ € [0, o). From the definition, x* is stable.

To show x* is in fact asymptotically stable, we apply the squeezing princi-
ple on (*). Lett — +oo, the right-hand side C|xy —x*|e”* — 0. Therefore
|t (x0) — x*| — 0 as well. In other words, ¢;(x¢) — x* for any x, € RY. Therefore
x* is asymptotically stable. O

Exercise 3.1. Suppose ¢; is the flow of a nonlinear system which satisfies:

o (x%0)] < f(2) %ol
for any ¢ € [0, 00) and any xo € R, where f : [0,00) — R is some positive-valued
function. First, show that 0 is an equilibrium point.
Show, from the definitions, that:

e if there exists a constant C' such that f(¢) < C for all ¢ > 0, then 0 is stable.
e furthermore, if f(¢t) — 0 as t — 400, then 0 is asymptotically stable.

Exercise 3.2. Let p; be the flow of a nonlinear system with an equilibrium point
x*. Suppose for any x, € R¢, the magnitude |p;(x() — x*| is always decreasing as ¢
increases. Show that x* is a stable equilibrium.

3.1.0.1. Stability of Planar Linear Systems. We next discuss the stability of planar
linear systems whose phase portraits and general solutions are well understood.



86 3. Stability

As in the previous example and exercise, in order to prove stability from the definition,
it is crucial to establish some inequalities on the flow ¢;(x() so that its magnitude can
be controlled by the magnitude of xo — x*. The flow of a linear system is given by
®,(x0) = e!4xo. In view of that, we will first derive several inequalities concerning e**
which will be helpful for us later to pick the right § for each given e.

Lemma 3.3. Let D, Q and J be the following canonical matrices:

o )\1 0 o « 6 . Al
=[5 % e=[% 2 =6 A
where A\, Ao, o, S and A are all real and 3 # 0. Then, for all t > 0:
HetDH Semax{)\l,kg}t7 ||etQH Seat, HetJH < (1+t)€)\t.

Proof. Given any x = (x1, z2) € R? such that |x| = 1, we have:
Mt 0 ][] et ]|
0 et |z ety

— Phitg? g Pty
< max{eQ’\lt, €2>\2t}($% + x%)

2
P = -

— maX{e2A1t’ 62)\2t} — 62 max{)\l,Ag}t.

Therefore,

etPx| < emax{AiA2}t whenever |x| = 1. In other words, we have

HetD H é emax{)\l,)\Q}t'

wecvben= [ 2[5 3[4, 5w

commute

e (5 al+ [ G)

- at 0 0 pt

=Pl ] P l-pt 0o

. at 0 cos [t sin Bt

= &P [ 0 at} ' {— sin 8t cos Bt]
cos [t sin 5t
—sinfBt  cos 5t
{ cos (Bt sin St

—sinft  cos [t
at 0 cos [t sin St
exp [ 0 at} H {— sin ft  cos ﬁt} H

< eat 1 — eoct
~—~ ’

cos [t sin St

Note that —sinBt  cospt| ¥

is a rotation matrix. If x is unit, then

is also unit. Therefore,

} H = 1 which implies:

el <

from previous part

For ¢t/ where J = [/\ 1

0 /\} , we have

At At
tJ e te Y 1 t
=lo =l ]
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Consider x = (z1, x2) with |x| = 1, then
1 ¢ 1| _ |T1 + tﬂl‘g
b )=
1 t I 2
o 3]

= (z1 +tao)? + 23

= 23 4 2tx 20 + 225 + 3

=14 2tz129 +t2x§

<1 4t(af +23) + t3 (2] + 3)
=1+t+2 <142+ =(1+1¢)>

(since 2219 < 27 + 23)

Therefore,

Ll) ﬂ H < (1+1),and so ||e!| < (1 +t)eM. O

Exercise 3.3. Suppose A is a d x d real matrix with distinct real eigenvalues
A1, ..., Aq. Show that |[e!/ || < emax{ri-Aa}t for any ¢ > 0.

Exercise 3.4. Suppose A is a d x d real matrix whose real eigenvalues are all
negative, and whose complex eigenvalues all have negative real parts. Prove that
there exists ¢ > 0 such that

||6tA|| < 0t

for any ¢ > 0.
Let A be a 2 x 2 real matrix and consider the planar linear system x’ = Ax. We

are going to argue that the stability of the origin is determined by the real parts of the
eigenvalues of A according to the following table:

Eigenvalues of A Signs The origin is:
distinct real (A1, A2) (—, —) asymptotically stable
(=, 0)or (0, —) stable

unstable

complex o+ pi a<0 asymptotically stable
a= stable
a>0 unstable

repeated real A — asymptotically stable
Oand A #0 unstable
0Oand A=0 stable
+ unstable

Table 1. Stability of planar linear systems (* can be any real number)

We split the proof into two cases. One part assumes A has distinct real eigenvalues
or complex eigenvalues, another assumes A has repeated real eigenvalues. The latter
case is a bit more subtle.

Case 1: A has distinct real or complex eigenvalues

Depending on whether A has real or complex eigenvalues, there exists a matrix K
and an invertible matrix P such that A = PKP~!, where K is either a diagonal matrix
or a complex canonical form with the same eigenvalues as A. The flow of the system is
given by ®,(x¢) = e'4xy = e!PEP " 'x, = PetK P~1x,,.
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When the real parts of the eigenvalues of K are all non-positive, from the estimate
proved in Lemma 3.3, we have |'®|| < e7#* for some —u < 0 (where —p is either
max{A1, A2} or a depending on whether eigenvalues of A, and hence of K, are real or
complex). Therefore:

|P+(x0)| = ’PetKP_lx()’
< [P 1P~ |xol
< [PINP~H| ol e
To show that the origin is stable, we first note that e™#! < 1 for any ¢ € [0, 00), and so
|4(x0)| < [[PIIP~H| |xol -

Given any € > 0, one can find a § < HPHHETIH such that whenever xq € B;(0), we have:

) < -1 < -1 )
[e(xo)l < P[P~ %ol - < WIPHIPT O < e
x0E€Bs(0) by choice of §

In other words, ®;(x() € B.(0) for any ¢ € [0, c0). By the definition of stability, the origin
is stable.

When the real parts of the eigenvalues of A (and hence of K) are all negative, then
we further have
|[®4(x0)| < P[P~ x0le™* — 0
as t — oo. In other words, ®;(x) — 0 as t € co. Therefore, the origin is asymptotically
stable.

To show that the origin is unstable if one of the eigenvalues of A has positive real
part, it is easier to use some particular solutions instead of matrix exponentials. From
Theorems 1.9 and 1.16, by letting ¢, = 0, either one of the following is a solution to the
system (depending on whether A has distinct real or complex eigenvalues):

At

x(t) = cre™t'vy (real)

X(t) — cleat [sznﬂgt] (compleX)
where ¢; € R, and for the real case, A\; > 0 is an eigenvalue of A, v; is a unit eigenvector
of A; and for the complex case, a > 0 is the real part of the eigenvalue and 3 € R is the
imaginary part. To show instability from the definition, we fix ¢ = 1 and take an arbitrary
small 6 > 0, and we need to find an initial condition xy € B;s(0) such that ®;(x() will
eventually leave B.(0). We argue only the real case since the complex case is similar.
Recall that v, is unit, given any § > 0, we consider the solution x(¢) = ge’\ltvl. Then
x(0)] = § < 6 and so x(0) € Bs(0). However, when ¢ > {-log 3,

0 Al log2
x(0)] > SN AT = 1=

and so x(t) € B.(0). By the definition, 0 is unstable.
Case 2: A has a repeated real eigenvalue

This case is more subtle than the distinct real or complex cases because the estimate
lle*]| < (1 + t)eM, where J is a Jordan canonical form, is not as sharp as those for the
diagonal or complex canonical form. Denote A the only eigenvalue of A.

When )\ < 0, then A = PKP~! where K is either D := [3 g)\ orJ .= B ﬂ , P
is some invertible matrix. The former case was settled in Case 1. Assuming we have

K = J, then by Lemma 3.3, we have:
x| < P[P~ [xo0] - (1 + ).
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The subtlety here is that the upper bound for (1 + t)e* is not as trivial as in Case 1. Let
f(t) = (1 +t)e*. From elementary calculus, one can show f is increasing on (—oo, 2£L]
At+1

and is decreasing on [, 00). Therefore, f(t) has an absolute maximum and so it is

bounded from above by a constant C. Thus, we have:
|+(x0)| < C||PIIIP] Ix0]

for any ¢ € [0, 00). Given any € > 0, choose § < W, then whenever x; € Bs(0),

we have: -

ClPIIP=
Hence ®;(x¢) € B.(0) for any ¢ € [0, 00). Also, by I'Hopital’s rule:

1+t 1
. Ao . _ .
AR 0= In oo = M0 Shew

|®(x0)| < CIIPII P - 2

=0.

Therefore, ®;(xq) — 0 as t — 400, and hence 0 is asymptotically stable.

If A\ = 0, there are two possibilities. If A = 0 then all solutions to the system are
stationary, which is clearly stable (but not asymptotically stable). For the other case, the
phase portrait is a family of parallel lines as shown in Figure 1.14. The general solution

is of the form:
X(t) =P (Cl |:é:| + co |:§:|> , (€1, C2 € R,

where P is some invertible matrix. In particular, x(¢) = coP [t

1] is a solution to the

system with initial condition x(0) = ¢ P {(1)] for any ¢z € R. To show the origin is

unstable, we again fix e = 1, and consider an arbitrarily small § > 0, choose |ca| < H%H’
then |x(0)] < |e2|||P|| < ¢ and so the initial condition x(0) € B;(0). However, as

t — 400, x(t) = 2 P ﬁ] is unbounded and must leave the ball B, (0) after some finite

time. Therefore, the origin is unstable.

If A > 0, then the fact that the origin is unstable can be proved similarly as in the
distinct real case. Let v be a unit eigenvector of A (with eigenvalue )), then

x(t) = ceMv
is a solution to the system for any ¢ € R. The rest of the argument is exactly the same as
in the distinct real case.

Exercise 3.5. Suppose A is a d x d matrix with distinct real eigenvalues Ay, ..., \4.
Consider the system x’ = Ax. Show that:

e If )\;’s are all non-positive, then the origin is stable.

e If )\;’s are all (strictly) negative, then the origin is asymptotically stable.

e If at least one of the \;’s is positive, then the origin is unstable.

Exercise 3.6. Let ¢, be the flow of a nonlinear autonomous system on R? with an
equilibrium point x*. Suppose there exists a xo € R? such that ¢;(x¢) — x* as
t — —oo and ¢;(x¢) is unbounded as ¢ — +oco0. Show that x* is unstable.
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3.2. Linearization

In the previous section, we have completely understood the stability of the origin for
planar linear systems. The results can be easily extended to the higher dimensional
cases where the matrix A has distinct real or complex eigenvalues, although the case for
repeated real or complex eigenvalues in higher dimensions will involve some sophisticated
linear algebra (Jordan decomposition).

One important way to study the stability of a nonlinear system is by comparing them
with an approximated linear system. As an illustration, let’s consider the following system
o =x+9y?

y' =y
Clearly, (0,0) is an equilibrium point. Near (0, 0), the quadratic term y? is considerably
smaller than the linear terms z and —y. Therefore, it is expected that the phase portrait
will resemble the linear system

where the quadratic term y? is dropped. Sketches of their phase portraits reveal that they
do look similar around (0, 0) and both are of saddle types, but they deviate more and
more away from (0, 0). See Figures 3.3 and 3.4.
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Figure 3.3. The phase portrait of the system: 2’ = = +y2, 3’ = —y.
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Figure 3.4. The phase portrait of the system: '’ =z, y' = —y.
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Let’s look at another example:
o' =~ +y+y?
y/ _ 72y + x?;

Similarly, (0,0) is an equilibrium point near which the nonlinear terms 32 and 23 are very
small compared to the linear terms. Therefore, we expect its phase portrait near (0, 0)
should look similar to the linear system

¥=-z+y
Yy =-2y
Figures 3.5 and 3.6 illustrate that this prediction is indeed true.
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Figure 3.5. The phase portrait of the system: =’ = —z +y 4+ y2, 3 = —2y+ 25,
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Figure 3.6. The phase portrait of the system: 2’ = —z +y, y' = —2y.

However, there are non-examples where dropping nonlinear terms will change the
phase portrait substantially. Let’s consider the system

/
:xZ

/

< 8
I

Y

[

and after dropping the nonlinear term x*, we get the linear system:
=0

Y =—y
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You may see Figures 3.7 and 3.8 that their phase portraits look substantially different
even around (0, 0). In particular, the origin in the nonlinear system is unstable whereas
in the linear system is stable.
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Figure 3.7. The phase portrait of the system: 2’ = 22, ¢/ = —y.
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Figure 3.8. The phase portrait of the system: z’ =0, 3 = —y.

It turns out that the reason this is a “bad” example is because of the eigenvalues of
the linear system, which are 0 and —1. In the two “good” examples we have previously
seen, the eigenvalues of the linear systems all have non-zero real parts. We will call
the origin in the “bad” example as a non-hyperbolic equilibrium whereas in the “good”
examples as a hyperbolic equilibrium. In the next few sections, we will see why this
hyperbolicity issue matters.

3.2.0.1. Differentiability. The process of dropping higher order terms is called
linearization. We will define linearization in a more rigorous way soon so that we can
deal with more complicated systems such as ' = sinx +tany, 4 = tanz + siny where
the meaning of “dropping nonlinear terms” is not as obvious as in previous examples.

In order to make sense of linearization formally, we need to introduce the concept
of differentiability in a rigorous way. In single-variable calculus, a function f(z) is
differentiable at x = z if the limit:

lim f(@) = f(=o)
T—To T — Xy

exists, and if this limit exists, it is called the derivative of f at z( and is denoted by f'(zo).
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Before we introduce the concept of differentiability for multivariable functions, we
first reformulate the differentiability of single-variable functions in an alternative, but
equivalent, way. Suppose f'(xz¢) exists, then:

lim f(.’l?) — f(l’()) — fl(x())
T—x0 Tr — X
lim M — f(z0) =0
T—To r — X
lim f(@) = f(zo) = f'(20) - (x — x0) —0.
T—rxTo T — X0

If one defines L(x) = f(xo) + f'(x0) - (x — o), which is the tangent line to the graph of
f(z) at xg, then:

i /(@) = L(@)

T—rTo Tr — X

=0.

In other words, f(x) — L(x) goes to 0 faster than « — xy does, and so the tangent line at
xo is an ‘effective’ approximation of f(x) provided that z is near .

Conversely, if f(z) can be ‘effectively’ approximated near x( by a straight-line L(z) =

f(zo) + m(xz — zo) through the point (z¢, f(zo)), then one can show that f’(z() exists
and the slope m of the line must be f/(z(). By ‘effective’ we mean:

@) L)
T—To r — X
and so: lim F(@) = f(wo) = mlx = 20) =0
T—To T — X
lim M —m=0.
T—To T — X
[(@) = f(zo)

Therefore, the limit lim
T—T0 T — Xp

From the above discussion, we see that one can restate the definition of differentia-
bility of single-variable functions as:

exists and is equal to m.

f(z) is differentiable at z if and only if there exists a straight-line L(x) = f(x0) +
m(x — o) through (z¢, f(z¢)) such that:

i 1) = L(@)

T—To r — X

=0.

This equivalent form of differentiability can be easily generalized to higher dimen-
sions. As we will mostly work with two dimensional systems for the rest of the course,
we will only state the definition of two-variable functions.

Definition 3.4 (Differentiability). A two-variable function f(z,y) is a differentiable at
(z0,yo) if and only if there exists a function of the form L(x,y) = f(zo,y0) + a(z —
xo) + b(y — yo) such that:

(z,y)—(x0,Y0) |(I, y) - ($07 yo)‘

=0.
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If such an L(z,y) exists, it is necessary that a = %(5607 yo) and b = %(CE(), Yo). To

show the former, we fix y = yy and consider:
‘f(ﬂ?, yO) B L(xvy())‘

lim =0
T—To |(xay0) - (1'072/0)'
lim |f(z,y0) — f(x0,y0) — a(x — )| -0
Tr—x0 |.’L‘ — {L'0|
lim f(@,90) — f(@o,90) —al=0
T—rTo Tr — X9

By the definition of partial derivatives:

é(zo’ yO) — zgnmlo f(xa yO:l)j : iixmyO)

it exists and is equal to a. Similarly, one can also show b = %(Io, Yo)-

If such an L exists, we must have
L(w,y) = £(w0,90) + 2L (w0,0) - (@ = 20) + 2L (20,30 - (5 — w0)
Y) = 0, Y0 or 0, Y0 0 By 0, Y0 Y—"Y)-

From your multivariable calculus class, the graph of L is the tangent plane to the function
f(z,y) at the point (z,y) = (xo,y0). Therefore, a two-variable function f(x,y) is said
to be differentiable at (xq, yo) if the tangent plane at (xg,yo) ‘effectively’ approximates
the function around (xg, yo), in a sense that the gap between the graph and the tangent
plane is going to zero faster than \/(z — 20)% + (y — yo)? does.

Although it may be complicated to check differentiability for multivariable functions
since it involves evaluation of a multivariable limit, fortunately one can show all C*
functions are differentiable (but not vice versa):

Theorem 3.5 (C' implies Differentiability). Let Q be an open domain in R?. If a function
f:Q— R™is C!on ), then it is differentiable at every point on Q (or one can simply
say differentiable on ).

Proof. Take an arbitrary point (zg, yo) € 2. We consider:

f(x,y) — f(xo,y0) = f(z,y) — f(z0,y) + f(20,y) — f(Z0,y0)

_9f

T or

Here ¢ is some number between = and x, and ¢ is some number between y and .
Define

(&) - (x —x0) + %(xo, ¢)-(y—vo) (mean-value theorem)

L(o.9) = 10, 30) + 52 0, 10) - (2 = 0) + 5 z0,30) - (= o).

then
‘(Cﬁ,y) - (‘TanO)|

B ‘(%(éy) - %(xo,yo)) (x—wo) + (%(33070 - %5(900,3/0)) (y — yo)‘
- (@, y) = (z0, y0)|
Ly - %(xmyo)’ |z — @o| + ‘%(%,O - %(ﬂfo,yo)’ ly — ol

<
= \/(x —20)%2 + (y — yo)?
< |[&ien - Fom)| + |5 0.0~ Eton)|-
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The last inequality follows from the fact that |z — zo| < /(z — 20)2 + (y — y0)? and
ly = yol < /(= 20)2 + (y — y0)2
As x — 1z, the quantity £ which is between x and x also approaches xy. Similarly,

¢ — yo as y — yo. By continuity of the partials % and %, we have %(5, y) — %(mo, Yo)

and %(‘TO’ () — g—i(xo,yo) as (z,y) — (xo,y0)- By squeezing principle applied to the

above inequality, we proved:
(@.y)—(z0,0) |(2,9) — (T0,%0)]

Therefore, f is differentiable at (x(, yo). Since (zo, yo) is arbitrarily chosen, f is differen-
tiable on .

d

Remark 3.6. C'! implies differentiability, but not all differentiable functions are C*.
Readers may consult the classic book Calculus on Manifolds by Spivak for counter-
examples and for more thorough discussions about differentiability. d

Remark 3.7. C! functions are commonly called continuously differentiable functions. [

Next we express the definition differentiability using little-o notations.

Definition 3.8 (Big-O and little-0). Given two real-valued multivariable functions g, h
defined around a point xg, we say:

e g = O(h) if there exist constants C, e > 0 such that |g(x)| < C|h(x)| for any|
x € Be(%0).

o g:o(h)if%%Oasx—H(o.

Alternatively, ¢ = O(h) and g = o(h) can be denoted by g € O(h) and g € o(h)
respectively. O

When we say k = f + o(h), we mean k = f + g for some g € o(h). Similar for
k= f+0(h).

Using the little-o notation, one can then restate the differentiability definition in the
following equivalent way:

A real-valued multivariable function f(z,y) is differentiable at (z¢, yo) if and only if
both %_{: and ‘3—5 exist at (z, yo) and:

f(z,y)
= f(®0,y0) + fz(w0,0) - (x — z0) + fy(z0,%0) - (¥ — yo) +0 (\/(JU —20)? + (y — yo)2> .

L(z,y)

3.2.0.2. Linearized systems. A vector field F : R2 — R? is said to be differentiable
at (xo, yo) if each component of F is differentiable at (z(, yo). Denote the components of
F by: F(z,y) = | (&)
y: F(z,y) v(z,y)
denote x = (z,y) and xg = (¢, yo) then:

} . Suppose F(z, y) is differentiable at (zg, yo). For simplicity, we

w(x) = u(x9) + uz(x0) - (x — x0) + uy(xo0) - (¥ — yo) + o (|x — xo|)
v(x) = v(X0) + ve(%0) - (& — x0) + vy(X0) - (¥ — Yo) + 0 (|x — %0])
Rewrite them in a vector form:

F(x) = F(xo) + [“ “y} ERCEOE {0 (- XOD} .

Vg Uy o (Jx —xo)
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When x is very close to xq, the little-o terms can be neglected and the vector field F
is approximately equal to:

Uy Uy

F(x) ~ F(x) + wa v,

} - (x —xp).
X=X(

If we let xo = x* which is an equilibrium point of the system x’ = F(x), then near
the equilibrium point x*, the nonlinear system can be approximated by the linear system:

(X—X*)/ — |:71-}l/x Z’y:| '(X—X*).
S—— T Y| x=x*
=x'

a constant matrix

In this connection, we define:

Definition 3.9 (Jacobian Matrix). Let F : R?2 — R? be a differentiable vector field

whose components are given by F(z,y) = Bg’ zﬂ . The Jacobian matrix of F at a

point xq is defined as:

DF,, := |z
=X0

O

Definition 3.10 (Linearization). Given an autonomous system x’ = F(x) in R¢ with
x* as one of the equilibrium points, its linearization at x*, or its linearized system at
x*, is the system:

X' = (DFx+)X
where X := x — x*, and DFy- is the Jacobian matrix at x*. O

The linearized system at an equilibrium point x* of a nonlinear system reveals the
local behaviors of the phase portrait near x*. The linearized system is much easier to
study since its stability is determined by the eigenvalues of the matrix DF,-. In the next
few sections, we will prove, with rigorous proofs, that a nonlinear system does resemble
its linearization near the equilibrium points in a number of ways including stability and
the phase portrait type. However, this resemblance is subject to one crucial condition,
namely the equilibrium point x* has to be hyperbolic:

Definition 3.11 (Hyperbolic Equilibrium Point). An equilibrium point x* of a system
x’ = F(x) is said to be hyperbolic if all eigenvalues of the Jacobian matrix DFy~ at x*
have non-zero real parts. O

Example 3.3. The system
=y
y = cosz
has infinitely many equilibrium points, namely (k7 + 7, 0) for any integer k.
The Jacobian matrix of the vector field F(z,y) = [coys x] at an arbitrary point
(z,y) is given by:

0 1
DF ;) = { o] ;

—sinz
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and so at the equilibrium points (km + 7,0) it is given by:
0 1
DF (krtx 0) = {(_1)16—1 O] :

When £ is odd, the eigenvalues of DF 4, = o) are —1 and 1. Therefore, (kr +
7,0) are hyperbolic equilibrium points when % is odd.
However, when £ is even, the eigenvalues of DF (jr i 0) are +i, whose real

parts are both 0. Therefore, (k7 + 7, 0) are non-hyperbolic equilibrium points when
k is even. 0

Exercise 3.7. For each of the following systems, find all equilibrium point(s) and
determine whether they are hyperbolic or not.

(1) 2’ =sinz, y =cosy

2 2’ =x+y% oy =2

(3) 2’ =log(1+4?), ¢y =e*—1

Exercise 3.8. Consider the system
=24y
y=z—y+a
where a is a parameter.
(1) Find all equilibrium point(s). Express your answers in terms of a.

(2) Determine whether each equilibrium point is hyperbolic.
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3.3. Poincaré-Lyapunov’s Theorem

A linear system x’ = Ax is asymptotically stable if and only if all eigenvalues of A have
strictly negative real parts. In this section, we will show that a nonlinear system has an
asymptotically stable equilibrium if its linearized system at this point is asymptotically
stable (or equivalently, the eigenvalues of the Jacobian matrix all have negative real
parts). On the other hand, if all eigenvalues of the Jacobian matrix have (strictly) positive
real parts, one can also show that the nonlinear system is unstable. This result is known
as the Poincaré-Lyapunov’s Theorem.

As such, linearization is a very effective method to test whether a nonlinear system
is stable or not. However, this test has a limitation, as it fails when any one of the
eigenvalues of the Jacobian matrix has zero real part.

Theorem 3.12 (Poincaré-Lyapunov’s Theorem: stable case). Let F : R? — R? be a C!
vector field. Consider the autonomous system x' = F(x). Suppose x* is an equilibrium
point of the system and that all eigenvalues of DF,+ have (strictly) negative real parts,
then the equilibrium point x* of the nonlinear system x’ = F(x) is asymptotically stable.

To prepare for the proof of the theorem, we first perform a linear change of variables
such that the matrix of the linearized system becomes one of the canonical forms. We
will show that the stability of the transformed system is equivalent to the stability of the
original system. As such, it suffices to consider the case when the Jacobian matrix is in a
canonical form.

Given a differentiable vector field F : R? — R? with an equilibrium point x*, then
the differentiability condition asserts that F(x) = (DFy+)(x — x*) + o (|x — x*|) where
o (Jx — x*|) represents a vector field whose components are all in o (|x — x*|).

From Chapter 1, the 2 x 2 matrix DF,- admits a canonical decomposition:
DF,. = PKP™!
where P is invertible and K is a one of the following canonical forms:
o B B
0 X’ |8 «f” [0 A
Therefore, the system x’ = F(x) can be written as:
x' = PKP '(x —x*) +o(|x — x*|)
P =KP 'x—x*)+P ' o(x—x*)
(P (x— X*))/ =K (P '(x—x"))+P " o(x—x*)
y =Ky+P ' o(x—x*) (Lety := P! (x — x*))
As x — x*, y — 0, and it can be verified that:
P~ o(x—x"|) = P~"-o(|Py))
— P o(|P| Iy]) (since |Py| < [Pl ly])
=o(ly]) (see exercise below)

Exercise 3.9. Show, from the definition, that P~ - o (|x — x*|) = o (|y])-

Therefore, the nonlinear system x’ = F(x) is equivalent to y’ = Ky + o (|y|) via the
change of variable y = P~!(x — x*). Needless to say, the system y’ = Ky + o(|y]) is
easier to work with since the matrix K is a canonical form. The following lemma shows
that the stability of x* of the x-system is equivalent to the stability of 0 of the y-system.
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Therefore, it suffices to study systems whose linearization is in one of the canonical
forms. The transformation y = P~!(x — x*) consists of a translation followed by a linear
map represented by P~!. Clearly, translation preserves stability and asymptotic stability
(Exercise 3.10). We next show that an invertible linear map transforms an asymptotically
stable 0 to an asymptotically stable 0 in the new system as well.

Lemma 3.13. Let 0 be an equilibrium point of a system x’ = F(x) where F is differen-
tiable. Suppose P is an invertible matrix, then via the change of variables y = P~'x, the
equilibrium point 0 is asymptotically stable in the x-system if and only if 0 is asymptotically
stable in the y-system y' = P~1F(Py).

Proof. First suppose 0 is asymptotically stable in the x-system. We want to show 0 is
asymptotically stable in the y-system. Given any € > 0, then P (BY(0)) is an open ellipse
in the x-plane containing 0. Here the superscript y of BY(0) means the ball is in the
y-plane. Then, there exists another ¢/ > 0 such that the ball BX(0) C P (BY(0)). By
the asymptotic stability of 0 in the x-system, there exists ¢’ > 0 such that whenever
x9 € B}(0), we have ¢¥(xo) € BX(0) for any t > 0, and as ¢t — +oo, we have
¥ (x0) — 0. Here ¢} denotes the flow of the x-system. Transform the ball B}, (0)
to the y-system: one get an open ellipse P~! (B¥(0)) in the y-plane containing 0.
Then, there exists § > 0 such that BY(0) ¢ P~! (B%(0)). Whenever, y, € BY(0), we
have yo € P~!(B%(0)) and so Py, € BX(0). Therefore, by the choice of §' we have
or(Pyo) € B%(0) for allt > 0, and as t — +o00, we have ¢} (Pyy) — 0. Since Py,
in the x-plane corresponds to y, in the y-plane, ¢} (Pyy) in the x-plane corresponds
to Y (yo) in the y-plane. In other words, Y (yo) = P~! (¢¥(Pyo)) for all ¢ > 0.
Since @3 (Pyo) € B5(0) C P (BY(0)), we have & (yo) = P~L (¢X(Pyo)) € BY(0). It
completes the part that 0 is stable in the y-system. To show it is asymptotically stable,
we let t — +o0, then by pX(Pyo) — 0, we have ¢} (yo) = P! (p¥(Pyo)) — 0.

The proof of the converse is almost the same by considering x = Py. O

Exercise 3.10. Let x* be an equilibrium point of a system x’ = F(x), and consider
the translation X := x — x*. Show that x* is asymptotically stable in the x-system if
and only if 0 is asymptotically stable in the X-system X’ = F(X + x*).

Combining Lemma 3.13 and Exercise 3.10, we have proved:

Corollary 3.14. Let x* be an equilibrium point of a system x’ = F(x), and consider the
affine linear transformation y = P~'(x — x*). Then, x* is asymptotically stable in the
x-system if and only if 0 is asymptotically stable in the y-system y' = P~'F(x* + Py).

Now we get back to the discussion of linearizations. Given a differentiable vector
F : R? — R? with equilibrium point x*. The system x’ = F(x) has the following
asymptotic form:
x' = (DFx+) (x —x*) + o (Jx — x¥|).
The 2 x 2 Jacobian matrix DF,- admits a canonical decomposition DF,- = PKP~!
where P is invertible and K is one of the canonical forms, then under the affine linear
transformation y = P~!(x — x*), the system is transformed into the form:

y' =Ky +o(lyl)
as per the discussion preceding Lemma 3.13.

Since x* is asymptotically stable in the x-system if and only if 0 is asymptotically
stable in the y-system, from now on we can focus on the y-system (whose linearization
at 0 is given by K).



100 3. Stability

Proof of Theorem 3.12. Suppose the Jacobian matrix of F at x* has a canonical form
decomposition:

DFy. = PKP!
where P is invertible and K is one of the canonical forms. The matrix K has the
same eigenvalue as DFy- and is one of the following forms according to whether the
eigenvalues of DF- is distinct real, complex or repeated:

S O A P I

By our assumption in the theorem, A1, A5, @ and ) are all positive real numbers. We
divide the proof into three cases, each of which correspond to K being one of the above
canonical forms.

Recall that to show x* is asymptotically stable, it suffices to show 0 is asymptotically
stable in the system of the form:

y' =Ky +o(lyl).

0 —X
We assume without loss of generality that —\; < —\y < 0. We first show 0 is stable
in the y-system. We first show that Consider:

Case 1: K = [)‘1 0 }

%\yl2 =2y-y'
=2y - (Ky +o(ly]))
= —2(A1yi + A2y3) + 2y - o(ly])
< =20y +43) +o(ly[*)
=—2X2 [y* + o(ly|*)
= (=2X2 +0(1)) [y[*.

Hence, by the definition of little-oh, there exists § > 0, such that whenever |y| < §, we
have

—2Xo + O(].) < =2 4+ X =—-Xy <0.
Therefore, when y, € B;(0), we have 4 loe(yo)l? < =Xa @i (yo)|” < 0and so |y (yo)| is
strictly decreasing for ¢ > 0. In other words, ¢:(yo) € Bs(0) for all t > 0 and B;s(0) is a
‘trapping set’ of the system in a sense that solution curves that start inside the ball will be
trapped inside the ball forever. It follows immediately from the definition that 0 is stable.

The fact that 0 is asymptotically stable follows from:

d
pr ot (yo)l? < =z | (yo)l?

d d
= (e elyo) ) = e el + Aae™ fer(yo)

dt
d
= 2! (dt ot (o) + A2 |80t(YO)|2)

<eMt.0=0

2 . 2 2
e Jor(yo)l” < €2 po(yo)l” = lyol
for any ¢ > 0. Therefore,

Az

los(yo)| < lyole” 2t =0 ast— 4oo.
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Case 2: K = [_g _BOJ

Similar to the previous case, we show that 0 in the y-system:
y' =Ky +o(lyl)
is asymptotically stable.

% v =2y-y' =2y (Ky+o(yl)
=20 (47 +43) +2y o (ly])
< =2aly|* +o(ly[*) = (~2a +o(1)) [y|*.
Using this inequality, one can proceed as in Case 1 (with « in place of A\3) to show 0 is

asymptotically stable.

- 1
Case 3: K = [0 )J

In this case, we make a further change of variables. Let:

-l S

Denote the components of z by z := [21} . Then, it can be directly verified that:
2

d, o d, o

Sle == (v + A3)
= =2 (4 + \y3) + o(ly )
)

Again, one apply a similar argument as in Cases 1 and 2 to show 0 is asymptotically
stable in the z-system. Finally, Lemma 3.13 shows 0 is also asymptotically stable in the
y-system.

d

Let F : R2 — R? be a C! vector field. Consider the two systems:
x'(t) =F(x(t)), y'(t)=-F(y(t)).

Graphically, the vector fields of the x- and y-systems are in the opposite direction,
and so the flow of the y-system should be the backward flow of the x-system. We will use
this observation to establish the linearization test when the Jacobian matrix has positive
real parts. Precisely, given that x* is an equilibrium point of the x-system and that all
eigenvalues of DFy- have positive real parts. Then, all eigenvalues of D(—F)- have
negative real parts, and by Theorem 3.12, the y-system is asymptotically stable around
the equilibrium point x*. Solution curves near x* in the y-system are tending towards
x*, and so those in the x-system are tending away from x*. This establish instability of
x* in the x-system. Let’s state and prove this result rigorously:

Theorem 3.15 (Poincaré-Lyapunov’s Theorem: unstable case). Let F : R? — R? be a
C! vector field. Consider the autonomous system x’ = F(x). Suppose x* is an equilibrium
point of the system and that all eigenvalues of DF« have (strictly) positive real parts,
then the equilibrium point x* of the nonlinear system x’ = F(x) is unstable.
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Proof. Let ¢; be the flow of the system x’ = F(x), and ¢; be the flow of the system
y'(t) = —F(y(t)), i.e. the backward flow of ;. Then, for any ¢ € R and xq € R? such
that ¢;(xg) is defined, we have ¥ _;(xq) = ¥:(x0)-

The linearization of the y-system at x* is given by the matrix — DF-, whose eigen-
values have negative real parts by the given condition. Therefore, by Theorem 3.12, the
equilibrium point x* is asymptotically stable in the y-system. In particular, one can pick
a xo € R?, sufficiently close to x* (but x( # x*), such that |¢;(x¢) — x*| — 0 as t — oo.

Next we verify that x* is unstable in the x-system from the definition. Fix an ¢ > 0
such that xo ¢ B.(x*). For any § > 0, since ¢,;(xp) — x* as t — +oo, there exists a
sufficiently large T' > 0 such that ¢ (x¢) € Bs(x*). Then, by flowing along the x-system
from 1 (x¢) for T unit time forward, one should expect to get back to x, which is outside
the e-ball B.(x*). Precisely, we have:

o1 (Yr(%0)) = V-1 (¥r(X0)) = Y-117(X0) = Y0(X0) = Xo0-
To summarize, there exists an ¢ > 0 such that for any § > 0, one can find a point
zo := YP(x0) € Bs(x*) such that pr(zg) = xo € B:(x*), which is exactly the definition
of instability of x* for the x-system.
O

To sum up, given a planar nonlinear system x’ = F(x) with a hyperbolic equilibrium
point x*, one can determine the stability of x* by finding eigenvalues of DF-. If they
are both negative, then x* is asymptotically stable. If they are both positive, then it is
unstable. It is natural to ask whether the phase portrait will resemble a saddle near x* if
one of the eigenvalues is positive and another is negative, as one saw in the linear case.
The answer is affirmative, but with a much more delicate proof than Theorems 3.12 and
3.15. It is a consequence of the Stable Curve Theorem which will be discussed in the
next section.
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3.4. Stable Curve Theorem

In this section, we will settle the last (and the most difficult) case of hyperbolic equilibrium
point, namely the case when the Jacobian matrix has a mix of eigenvalue signs. We
will prove that the phase portrait resembles a saddle and hence is unstable. It is a
consequence of the following celebrated theorem:

Theorem 3.16 (Stable Curve Theorem). Let F : R? — R? be a C' vector field. Consider
the nonlinear planar system x' = F(x) with ¢, as its flow. Suppose x* is an equilibrium
point and the Jacobian matrix DFy« has a positive eigenvalue A and a negative eigenvalue
—p. Then:

e there exists a point xs near x* such that p;(xs) — x* as t — +oo; and

e there exists a point x,, near x* such that p;(x,) — x* as t — —oo.

Corollary 3.17. Under the same assumption as in Theorem 3.16, the equilibrium point
x* is unstable.

Exercise 3.11. Prove Corollary 3.17 using the Stable Curve Theorem.

Proof of Theorem 3.16. We first outline the proof, and then give the delicate detail.
Similar to the proof of Theorem 3.12, one can transform the system, via a translation
and a linear map, the system x’ = F(x) becomes?.

M e R )]
or equivalently,

¥ = —px + hy(z,y)

y' =Xy + ha(z,y).
where hq, hgy € 0 (\/1’2 + y2) as (z,y) — (0,0). Therefore, we can assume without loss
of generality that x’ = F(x) is in this form.

It can be verified that this system is equivalent to the integral system:
t
z(t) =e M (CE(O) +/ e“shl(x(s)7y(s))ds)
0
t
)= (40 + [P hafa(s).plo)ds).
0

In order to find a suitable initial condition (z(0),y(0)) to give a stable solution such that
x(t) — 0 and y(t) — 0 as t — oo, we need to pick y(0) very judiciously. It is because
y(t) = eM (y(O) + [y e ha((s), y(s))ds) and e — oo as t — oo. In hopes of having
lim;, oo y(t) = 0, we require:

1m(mm+[a%mu@w@mﬁzo

t—o00

to compensate the growth of the e** term. In other words, we require:

y(0) == _/000 e Mho(x(s), y(s))ds.

2Here we denote (z,y) as the components of x instead of (zi,z2) since we will deal with sequences
z1(t), z2(t), x3(t), - - - in the proof and we will use subscripts for the sequence index.
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With this choice of y(0), the integral system can be rewritten as

o) = (s0)+ [ t eI (a(s).(5)ds )
o) == [ e ha(a(s) ().

To prove the stable part of the theorem, we will show the above system has a so-
lution provided that the initial-value x(0) is sufficiently small, and that this solution
(z(t),y(t)) — (0,0) as t — oo.

Similar to the existence of ODEs, we define the following coupled iteration sequence:

i) (t)
Yo(t)

T (t) = e M (x(()) + /Ot e“shl(xn_l(s),yn_l(s))ds>

0
0

i(®) == [ (e, a(s) (o)

The goal is now to prove both x,(¢) and y,(¢) converges uniformly on ¢t € [0,00) as
n — oo, then the limit functions z..(¢) and y..(t) will solve the integral system, and
therefore the equivalent differential system has a solution (z (), yoo(t)). An additional
argument will show z(t) — 0 and y.(t) — 0 as t — oo, and therefore the solution
(oo (t), Yoo (t)) traces out a stable curve near (0, 0).

The analysis part for showing z,(t) and y,(t) converges uniformly on ¢t € [0, c0)
goes as follows: we will find € > 0 small enough such that whenever the initial-value
|z(0)| < €/4, we have both

1
ok (t) — 211 (D] < =g e[ (0)]

1 _
[r(t) = g1 (B)] < gpe ™2 1(0)]

for any integer k& > 0. Then it will follow from Weierstrass’ M-test that both Y - | (24 (t) —
z—1(t)) and >_77 | (yx(t) —yr—1(t)) converges uniformly on ¢ € [0, o). By the telescoping
method (similar to the existence theorem of ODEs), it implies x,,(¢) and y, (t) converge
uniformly on ¢ € [0, c0) as n — co. The proof consists of four steps:

Step 1: Restrict the domain to a small ball /22 + y? < ¢ for some ¢ > 0, such
that the Lipschitz constants of h;(x,y) and hy(z,y) are not so large:

First we claim that

Ohi  Ohy  Ohy  Ohy

-
ox’ Oy Ox’ Oy

as (z,y) — (0,0). We give the proof for % only since the other three can be proved in

exactly the same way. As the vector field is C*, the component f (z,y) := —pz + hi(z,y)

has continuous first partial derivatives. Therefore, we have.

Ohy Ohy
E(Ly) — %(070)
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as (x,y) — (0,0). It suffices to show ahl “1(0,0) = 0, which is equivalent to Bfl (0,0) =
To verify this:

O (0. 0) — gy $1(5:0) = 10,0
ox 5—0 s
iy M8 + h1(s,0)
s—0 S
h1(s,0
K + iao %)
= _,U;.

The last step uses the fact that hy(z,y) = o (\/mQ + y2) and so hq(s,0) = o(]s]).

Ohy  Ohy Oho 0 as

Therefore, we have % — 0 as (z,y) — (0,0), and similarly, 5> B P

(z,y) = (0,0).

As a result, there exists ¢ > 0 such that whenever (z,y) € B.(0), we have®
Ohy 0hq Oha Oha 1
o BV |5y, @Y |5, @)y |5 (@) < Wok

By the mean value theorem, for any (z,y) and (z,7) in the ball B.(0), we have (for
i=1,2):

) ) )

Ihi(w7y)—h(wy\<7\/x—w (y—7)2

Step 2: Next we prove the “core” part by induction. Pick |2(0)| < /4, we claim:

1
|2k (t) — 21 (2)] < Fe_”t/2|x(0)|

1 _
[k (8) = yr—1 (B)] < gr=pe™212(0)]

for any k > 0.
For k = 1, note that 24(¢) = 0 and yo(t) = 0, we have:

21 (1) — zo(t)] = e a(0) + et / e hy (z0(s), 4o (3)) | ds

t
< e |(0)] 4 e / 5|1y (0,0)|ds
0
=e " z(0)] 40
1

< e M/2|2(0)| = 217,16_””2@(0”

[ e a6 00|
/t e Mhy(0,0)ds

Therefore, the claim is true when k£ = 1.

ly1(t) — yo(t)] =

e =0

31t may not be clear at this stage why we want the Lipschitz constants to be less than but you will see why later. As

f
in many other analysis proofs, things have to be understood backward.
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Now assume the claim is true when k = 1,2, ---

|z ()] = [z

(t) — o (1)l

[

|
Mb_

(zk(t) — zK-1(1))

1

IN

21 (t) — -1 ()]

1
ok—1

M- IM- ©

IN

e~ /2(0)]

ol
Il
—

=1
< e H2|z(0)] Z o1
k=1

< 2¢71/2[2(0)
< 2)2(0)] < /2.

,j. One consequence is that

(telescoping)

(triangle inequality)

(induction assumption)

(sum of the geometric series)

Similarly, we have |y;(t)| < /2. Therefore, the point (z;(t), y;(t)) lies in the ball B.(0)
so that we can apply the Lipschitz continuity of h; and hy later in the proof.

Now, consider the case k = j + 1:

|zj11(t) — 2, (t)| =

e_ﬂt/o " (hi(z;(s),y;(s)) — ha(zj-1(s), yj-1(s)))ds

< e_ltt/ e**[h(x;(s),y5(s)) — ha(xzj-1(s), yj-1(s))lds
0

—ut teusi x:(8) — 2. s)|2 (s) — vy, s)|2ds
<t ety floy (o) =i 0 + lns(s) = vy (o) P,

where the last step follows from the Lipschitz continuity of h; and that (x;(s), y,(s)) and

(xj—1(s),y;—1(s)) are in the ball B.(0).

By the induction assumption, |z;(s) — x;_1(s)| < sEre **/2|2(0)| and |y;(s) —

yj—1(s)| < zre #*/2|2(0)|, and so:

2i—1

_ " uens _
o) =y )] < e [ e a0
t
< e ht. 5'552(]()7)1 ehs/2 s
: 0
— e K. Z|362(]0_)1| . ,(eﬂt/2 —-1)
—put Mlm(0)| 2 opt/2 i —ut/2
<e a1 ¢ =5 |z(0)]
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Similarly,

lyj+1(t) —y; ()] =

e>\t /too e_/\s(hg(xj(s),yj(s)) — h2($j71(8), yj71(s)))ds

< et /too e M ha(z(s),y;(s)) — ha(wj—1(s),y;-1(s))lds

<eM /too e 4%\/\%‘(8) —zj—1(8)1? + [y;(s) — yj—1(s)?ds

o
; 2
< e’\t/ e £ %e‘“sﬂ\x(oﬂd‘s
+ 4\/§ 2

At |z (0)] Ooef(A+%)sd5

RS TE 5

oy

<M. m)\ige(xﬁ)t _ ﬁ ) # ) ‘x(0)|67ﬂt/2
< uL/2 : 42% | (0) et/ = %e‘“t/z\x(O)L

Hence the claim is true for £ = j 4+ 1. By induction, the claim holds for any integer k& > 0.
Step 3: Show uniform convergence and complete the proof (of the stable part).
From Step 2 we have

e o a0
2 (t) — wp—1(t)] < 2167,1\55(0” ok T

IN

for any £ > 0 and ¢ € [0,00). The geometric series test implies > -, l;,fg)ll converges.
Therefore, the Weierstrass’s M-test shows the series Y- | (zx(t) — z4x—1(t)) converges
uniformly on ¢ € [0, 00). Since

Tp(t) = Z(mk(t) —x,_1(t)) (recall that zo(t) = 0),

k=1

the sequence z,,(t) converges uniformly on ¢ € [0, c0) to some function z(t) as n — co.
Exactly the same argument proves y,, (t) — yoo(t) uniformly on ¢ € [0, 00) as n — oc.

Given that we have uniform convergence, one can switch the integral sign and the
limit. Let n — oo on both sides of:

Tp(t) = e M (x(O) —|—/0 e hy (xn_l(s),yn_l(s))d:;)
yn(t) = — / € M (i1 (3), Y1 (3))ds,
one can get
Tl CURY R NEN NS
relt) = = [N (e (o), (5) .

Therefore (24 (), Yoo (t)) solves the integral system, and hence the differential system.
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The last thing to check is that this particular solution is indeed a stable solution. In
fact, it follows from the inequalities:
1
|2k (t) — 21 (t)] < 1€ #2|2(0)]

1 _
lyr(t) — yp—1(t)] < 1€ 21 2(0)].

Again use the fact that

Tn(t) = (2k(t) — 2x-1(2),
we get =

lzn ()] < ) en(t) — zr1(t)]

M:

el
Il
—

o

oi(t) — 21 ()]

>
Il
—

1
ok—1

e_“t/2|ac(0)| = 26_“t/2|x(0)\.

M

=
Il

1
Let n — 0o, we have |z, (t)] < 2e #/2|z(0)| for any ¢t € [0,00). Clearly it implies
Too(t) — 0 ast — oc. Similarly, one can show |y, (t)| < 2e#*/2|x(0)| and the same result
holds for y(¢).

Now that (2 (), ¥ (t)) — (0,0) as t — oo, so they form a stable solution. Take
Xs = (£00(0), Yoo (0)), then @y (xs) = (200 (t), Yoo (t)) = (0,0) as t — oo.

Step 4: Finally, mimic the above with —¢ in place of ¢ to prove the existence of
an unstable curve.
(]

3.4.0.1. Summary. To summarize, given a nonlinear system x’ = F(x) with an
equilibrium point x*, if all eigenvalues of the Jacobian matrix DFy- have non-zero real
parts, then the point x* is said to be hyperbolic, and the stability of the point x* is the
same as the stability of 0 of the linearized system X' = (DFy~)X. However, this is not
necessarily true if one of the eigenvalues of DF,- has zero real parts, i.e. non-hyperbolic.



3.5. Lyapunov Functions 109

3.5. Lyapunov Functions

When an equilibrium point is not hyperbolic, the linearization method fails to conclude
whether the point is stable or not. In this section, we introduce the Lyapunov’s Second
Method which can be used to determine the stability of a non-hyperbolic equilibrium
point.

Definition 3.18 (Lyapunov Functions). Let F : R? — R¢ be a C"! vector field, and the
system x’ = F(x) has an equilibrium point x*. Let L : U — R be a C"* function defined
on an open set U containing x*. Suppose all of the following holds:

(1) L(x*)=0; and
(2) L(x) > 0 for any x € U\{x*}; and
(3) For any solution curve x(¢) in U, we have

%L(x(t)) <0 for anyt > 0 such that x(¢) # x*,

then L is called a Lyapunov function for x*.
If the function L further satisfies:

3. For any solution curve x(¢) in U, we have

%L(x(t)) < 0 foranyt > 0 such that x(¢) # x*,

then L is called a strict Lyapunov function for x*. O

The following theorem showcases the significance of Lyapunov functions:

Theorem 3.19 (Lyapunov’s Second Method). Let F : R? — R< be a C* vector field, and
the system x’ = F(x) has an equilibrium point x*. Then,

e If there exists a Lyapunov function L for x*, then x* is stable.

e If there exists a strict Lyapunov function L for x*, then x* is asymptotically stable.

Before we learn the proof of Theorem 3.19, let’s first look at a couple of examples
of Lyapunov Functions and how Theorem 3.19 can be used to show stability of an
equilibrium point.

Example 3.4. Consider the ODE system:
¥ =—-z+y+ay
y/:x_y_xQ_yS.

Clearly, (0,0) is an equilibrium point. The linearization at 0 is represented by the

matrix
-1 1
1 -1

which has eigenvalues 0 and —2. Therefore, 0 is not hyperbolic and so the lin-
earization method discussed in the previous section fails to conclude the stability of
0.

Let L(x,y) = 2% + 3. We are about to show that it is a strict Lyapunov function
for 0 and so Theorem 3.19 concludes 0 is asymptotically stable:
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Clearly conditions (1) and (2) hold since L(0,0) = 0 and L(z,y) > 0 when
(z,y) # (0,0). To check condition (3’), we consider:

&L, y) = S+ )
=2r-2' +2y-vy
=2 (—z+y+ay)+2y (v —y—a*—y*)
= —22% + 4oy — 2y — 29*
=2z -y)? -2 (factorization)
<0 (when (x,y) # (0,0))
Therefore, L is a strictly Lyapunov function and 0 is asymptotically stable. O

Example 3.5. Consider the system:
=y
y' = —kx —y’(1+2?)
where k > 0 is a constant. We are going to show that
L(z,y) := kx* + ¢*
is a Lyapunov function for the equilibrium point 0.

Clearly, conditions (1) and (2) are satisfied. To show it satisfies condition (3),
we consider:
d d
7[/ _ = 2 2
=2kz -2’ 4+ 2y -9

= 2kxy + 2y(—kx — y* (1 4 22))
= —y*(1+2?) <0.

Therefore, L(x,y) is a Lyapunov function and so (0, 0) is stable.

Note that L(z, y) is not a strict Lyapunov function since % = —y*(1 + 2?) can
be zero even when (z,y) # (0,0). In fact, 4 = 0 whenever y = 0 and z is any real
number. O

Next we give the proof of the Lyapunov’s Second Method. The key idea of the stable
part of the method is that the level region of the form {x € R? : L(x) < a} will “trap”
the trajectory inside the region, i.e. if the trajectory starts there initially, it will remain
so along the flow. Figure 3.9 shows the trajectories of the system in Example 3.4 on the
level set diagram of the Lyapunov function L(z,y) = 2% + y°.

Proof of Theorem 3.19. First suppose there exists a Lyapunov’s function L : U — R
defined on an open set U containing x*. Given any ¢ > 0, by the continuity of L
and the fact that the boundary of the ball B.(x*), denoted by 0B.(x*), is closed and
bounded, the extreme-value theorem shows L attains a minimum « on the boundary
set 0B.(x*). By Property 2 of Lyapunov’s functions, we must have o > 0. Then, the
region O = {x € R?: L(x) < «} is in the interior of the ball B.(x*), and by Property
1 of Lyapunov’s function and the fact that « > 0, we know x* € O. Given any xy € O,
Property 3 of Lyapunov’s function asserts that L(y;(x()) must be decreasing as ¢ increases,
thus ¢;(x() must stay in the region O. This shows x* is stable.
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Figure 3.9. The phase portrait of the system: 2/ = —z +y+zy, 3 =z—y—2—y>
on the level sets of L(z,y) = 22 + y2. The solution curves travel in a direction which
decreases the value of L. Therefore, each ball bounded by a circle contour is a trapping
region of the trajectories.

Now assume further that L : U — R is a strict Lyapunov’s function. We need to show
x* is asymptotically stable, i.e. given any x sufficiently close to x*, we have ¢;(x¢) — x*
ast — oo.

In order to prove

Jm o (x0) = x7,

one common approach is to show that if ¢,, is a sequence of times such that ¢,, — oo as
n — oo and that ¢;, (x¢) converges to a limit z, then the limit z must be x,. To prove
this, we take an arbitrary s > 0, and we will show L(¢,(z)) = L(z) for any s > 0. Then,
it will imply
d
—L(ps =0
= L(ps(2))
for any s > 0. By Property 3’ of strict Lyapunov’s function, the only chance it can happen
is that z = x*.

Here we give the proof of L(p4(z)) = L(z): given any s > 0, consider a new sequence
of times {s + ¢, }°2 . Pick a subsequence {t; }>°; of {¢,}5°, such that s +¢,, <ty for
each n, then we have ¢y, (x9) — z as n — co. By the continuity of L and ¢, we have:

L(z) = lim L(py,, (x0)) (continuity of L)
< lim L(pste, (%0)) (since s +t, < ty,)
= lim L(ps(pr, (%0))) (since @5 0 @1, = Pote,)
= L(ps(2)) (by continuity of L and ¢,)
< L(z) (by Property 3’)

Overall, we proved L(ps(z)) = L(z) for any s > 0. By the discussion above, we proved
z = x*. This shows x* is asymptotically stable.

d

The key idea for establishing asymptotic stability in the above proof is to show
L(ps(z)) = L(z) for any s > 0 where z is the limit of ¢, (x¢). Property 3’ of strict
Lyapunov functions forces z must be the equilibrium point x*. In fact, in order to
show z = x*, . does not have to be a strict Lyapunov function, but simply a Lyapunov
function, provided that the equilibrium solution x(¢) = x* is the only solution such that
%L(x(t)) = 0.
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Theorem 3.20 (LaSalle’s Principle). Let F : R — RY be a C! vector field, and the
system x' = F(x) has an equilibrium point x*. If there exists a Lyapunov function L for
x* such that the only possible solution x(t) for 4 L(x(t)) = 0 for any t € [0,00) is the
equilibrium solution x*, then x* is asymptotically stable.

Proof. The proof is almost identical to the proof of Theorem 3.19. After establishing
L(ps(2z)) = L(z) for any s > 0 (and hence £ L(p,(z)) = 0), the hypothesis of this
theorem implies ¢, (z) must be the equilibrium solution ¢;(z) = x* for any s > 0.

O

Example 3.6 (Revisited). Consider the system
=y
/!

y = —kx — 331+ 2?%)

where k& > 0. This system was considered in Example 3.5 and we showed L =
kx? + y? is a Lyapunov function for (0,0):

4 L) = (1 +22)

L is merely a Lyapunov function and so Theorem 3.19 can only concludes that
(0,0) is stable. However, one can use the LaSalle’s Principle to show in fact (0, 0) is
asymptotically stable:

Whenever 4 L(z(t), y(t)) = 0 for any ¢ > 0, we have —y(t)*(1 + z(¢)?) = 0 for
any t¢. Therefore, y(¢) = 0, and by substituting it to the system, we get:

2'=0

0=—kx
which implies x(¢) = 0 as well. Therefore, x(¢) = 0 is the only possible solution for
L(x(t)) = constant. By LaSalle’s Principle, 0 is asymptotically stable. O

3.5.0.1. Tips of finding a Lyapunov function. Finding a Lyapunov function may
sometimes be a challenging task that may require trial-and-error. The following example
demonstrates some tips of finding a suitable Lyapunov function.

Example 3.7. Consider the system:
:E/ — —:ES + y
y =202 +y°)
Clearly (0, 0) is an equilibrium point. We want to determine whether it is stable. We

guess a Lyapunov function is of the form L(x,y) = Az™ + By". In order for L to
satisfy Properties 1 and 2, we need:

A, B> 0, and
m, 1 are even.
We compute:
dL
E _ mAxm_l . l'/ +nByn—1 . y/
=mAz™ (=23 +y) — 2nBy" (2 4 4°)

= —mAz™ " + mAxz™ 'y — 2nBx3y" ! — 2nBy" T2
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As far as A, B > 0, m and n are even, the terms —mAz™1? and —2nBy"*? are
negative as desired. However, the terms mAz™ 'y and —2nBx3y" ! are neither
positive or negative definite, so we want to choose some suitable A, B, m and n so
that they cancel out each other. Namely, we require:

m—1=3
l=n-1
mA = 2nB

Clearly, m = 4, n = 2, A= B = 1 is a solution. With this choice, L(z,y) = 2* + >
is a strict Lyapunov function since

dL
i —42°% — 49* < 0 whenever (z,v) # (0,0).
Therefore, (0, 0) is asymptotically stable. O

Exercise 3.12. For each of the following systems, show that (0, 0) is asymptotically
stable. Note that some of them can be handled by linearization.
(1) 2/ =—-4zx—y, vy =-2x—5y—2ysinx
2 ¢’ =x+y+22y, y =-x+ycosz
() o' =y —22%y° — 2%, ' = —y— 2% + 2%’
@) o' =-2(%+4°), ¥ =2-2°
Theorem 3.19 asserts that if there exists a strict Lyapunov function for an equilibrium
point x*, then x* is asymptotically stable. It is natural to answer whether the converse is
true, i.e. if x* is asymptotically stable, does it always exist a strict Lyapunov function?
The answer is yes, which was proved by Massera in 1950s. The proof is beyond the
scope of this lecture note, but it is much easier to prove a partial converse by imposing a
condition on the flow ¢;. See the following exercise:

Exercise 3.13. Consider a system x’ = F(x) with flow denoted by ;. Suppose 0 is
an asymptotically stable equilibrium point and assume ¢, satisfies:

loe(x)| < f(t)|x| forallt>0
where f(¢) : [0,00) — R is a continuous function satisfying:

/Oo|f(t)\2dt<oo.
0

For example, f(t) = e satisfies this condition.
Define

L) = [ oGl ds

(1) Check that L is well-defined, i.e. the integral defining L is finite.
(2) Show that for ¢t > 0 and x € R?, we have:

L(Sﬁt(x)):/t lps(x)]? ds.
(3) Show that

d
ZL(pe(x) =~ i)
and that L is a strict Lyapunov function for 0.
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3.6. Gradient and Hamiltonian Systems

Using Lyapunov’s Second Method (Theorem 3.19) to determine the stability of an
equilibrium point is effective in a sense that one does not need to know the solution
to the ODE system. However, it may sometimes be challenging to come up with a
suitable Lyapunov function, and sometimes it is a matter of experience and trial-and-
error. However, there are two types of ODE systems, gradient and Hamiltonian systems,
which always come along with possible candidates of Lyapunov functions.

3.6.1. Gradient Systems. Let’s begin with gradient systems:

Definition 3.21 (Gradient System). A gradient system is an ODE system of the form:
X =~V f(x)

where f : R? — R is a C2-function. The function f is often called a potential function of
the system. O

Remark 3.22. Recall that V f is defined as the following vector field:

V160 = (G ).

O

Remark 3.23. A system of the form x’ = V f(x) is also a gradient system since one
rewrite it as x’ = —V (—f(x)). However, it is a convention to take the form x’ =
—V f(x) since then the potential function f, as we will see, will be decreasing along
trajectories. O

The equilibrium points of a gradient system x’ = —V f(x) are the critical points
of the function f. The significance of gradient systems in terms of stability is that the
potential function is a possible candidate of a Lyapunov function, in a sense that Property
3 of Lyapunov functions always hold, although Properties 1 and 2 may not.

Lemma 3.24. The potential function f(x) of the gradient system x' = —V f(x) satisfies:

d
SHx(1) = = [V (=) <0

for any solution curve x(t). Therefore, f must satisfy Property 3 of Lyapunov functions.

Proof. As always, we denote the components of x by (x1,...,z4), then f is a function
of x1,...,z4 and each of z,’s is a function of ¢ when traveling along any trajectory. By
chain rule, we have:

d COof  du
%f(x(t)):izla?' 7

AR
= ax17...7axd L1y, Tg

= Vf(x)x
= V() - (~Vf())
=~ V.
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The following result tells us when the potential function f is truly a Lyapunov
function:

Theorem 3.25. Consider the gradient system x' = —V f(x) with an equilibrium point
x*, L.e. a critical point of the function f. Suppose x* is an isolated local minimum point
of f, then L(x) := f(x) — f(x*) is a strict Lyapunov function for x* and hence x* is
asymptotically stable.

Proof. Since x* is an isolated local minimum point of f, there exists a small ball B, (x*)
such that:

f(x) > f(x*) foranyx € B.(x*) and x # x*.
Then, L(x*) = 0 and L(x) = f(x) — f(x*) > 0 for any x € B.(x*) and x # x*.
Furthermore, by Lemma 3.24, we have:

d d
SL(x() = S FGx(0) = ~ [V (x(0)

Since x* is the only critical point of f on the ball B.(x*), V f(x) # 0 unless x = x*. It
shows
d

aL(x(t)) < 0 for any x € B.(x*) and x # x".

Therefore, L : B.(x*) — R is a strict Lyapunov function for x*.

Example 3.8. Consider the system

¥ =-2x(z—1)2z —1)

y' =2
It is a gradient system as one can verify that the potential function can be taken
to be f(x,y) = 2%(x — 1) + y2. There are three equilibrium points, namely (0, 0),
(1,0) and (1,0).

Both (0,0) and (1, 0) are isolated local minimum points of f, since f(0,0) =0
and f(x,y) > 0 for any (z,y) € B1/2(0,0), and likewise f(1,0) = 0 and f(z,y) >0
for any (x,y) € By/2(1,0). Therefore, f(z,y) is a strict Lyapunov function for both
(0,0) and (1,0), and hence (0,0) and (1,0) are both asymptotically stable.

However, (3,0) is not a local minimum point of f as f(z,0) = 2*(z — 1)? has
a maximum point at z = 1 and f(3,y) = % + 22 has a minimum point at y = 0.
Therefore, f(x,y) — f(,0) is not a Lyapunov function for (3,0). In fact, by the
linearization at (,0) is given by the matrix:

b

whose eigenvalues have mixed signs. By Theorem 3.16 (Stable Curve Theorem),
the phase portrait near (1,0) resembles a saddle and hence is unstable. O

3.6.1.1. Ciriterion for gradient systems. Consider the following system:

' = —y+10z°
y/ — x+3y6
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One can show it is not a gradient system by attempting to solve the equations:

of
i 5:_7
y+ 102 B
of

6—_
x4+ 3y’ = By

The first equation implies f(z,y) = —zy + %xﬁ + g(y) where ¢(y) is an arbitrary function
of y. Differentiating f with respect to y, we get:

of

Ay
However, comparing with the second equation above, we get:

=—z+4+4'(y).

r+3y° = —x+4'(y) = 22 =4¢(y)—3y°.

The LHS is a function of = while the RHS is a function of y. It is impossible. Therefore,
there is no f to make the ODE system a gradient system.

In some systems such as:

2 2
z =% Y
2 a4
y =ye
. . 2 2 2 2 . .
it may not be feasible to solve z2e” T¥" = —% and y2e* TV = —g—zfj for f since it

involves integrating 22e®” by . Prior experience of single variable calculus should have
told you that it is not possible. Fortunately, one can still show whether it is a gradient
system or not using the following elegant test:

Proposition 3.26. Given a C" vector field F defined everywhere on R, there exists a
potential function f : R? — R such that F = —V f if and only if the Jacobian matrix DF
is symmetric for any x € R%.

Proof. (=) Suppose F = —Vf, then F; = —g—mfi for each ¢ = 1,...,d. The (4,j)-th
component of the Jacobian matrix DF is:
or; 0 <8f) 0% f

63:]- - 7%]‘ 81‘1 7(9.1‘]‘8.%‘1‘.

2
From multivariable calculus, we know the second derivatives commute, i.e. ~2{— =

61182J
a? OF;, _ 9F; . .
oy ggj 250 Fut = Gt and the (i, j)-th and (4, ¢)-th components of DF are equal. There-

fore, DF is symmetric.

(<) Given DF, is symmetric for any x € R¢, we need to find the potential function
f such that F = —V f. We define f as the following line integral:

f(x)::—/LF-dr

where L is the straight line segment from 0 to x, i.e. L is parametrized by r(¢) = tx,
0 <t < 1. We will show that f indeed satisfies F = —V f.

Precisely, f is given by:

d 1
f(;vl,...,xd):—Z/ x Fi(txy, ... txg)dt.
i=170
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We need to show F; = —% forany j =1,...,7, so we consider:
J

aa:j axjizl/ x; Fy(txy, ... tag)dt

0
d 1
= Z/ i Fi(tay, ... tag)dt
+ Z/ a:z : Fi(txy, ..., txg)dt (product rule)

d 1
= / Iy (tl‘l, e txd)dt + Z/ xit(ajFi)(txl, ce ,ta:d)dt (chain rule)
0 i 0

For simplicity we denote af L as 0;F;. Since DF is symmetric, its (4, j)-th and (j,4)-
th components are equal, i.e. 9;F; = 0;F;. Therefore, the latter term of the above

computation becomes:

d 1
Z/ xit(ajFZ)(txl, PN ,t:vd)dt
i=170

d 1
= Z/ xit(aiFj)(txl,...,txd)dt

/ F;(txy, txg)dt (chain rule, reversed)
1

= [tF}(tz,. .. ,txd)]ﬁz(l) - / Fj(tzy, ... tag)dt (integration by parts)
0

1
= Fj(ajl,...,xd) —/ Fj(tl‘l,...,tl‘d)dt.
0

Therefore, we have shown *%(Il, cooyzq) = Fj(z1,...,24) for any (x1,...,24) € R

In other words, F(x) = —V f(x) for any x € R%.
O

Let’s try to apply Proposition 3.26 to the vector field:

2 2

xle® Y
2 2

yZeac +y

F(:L',y) = [

By direct computation, the Jacobian matrix of F is:

* 2;1:2ye”“’2+y2
DF(LI},y) = [21@2 T er * ‘|

where we omit the diagonal entries marked with *’s — since they do not affect whether
DF is symmetric or not.
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Clearly, DF is not a symmetric matrix, so Proposition 3.26 asserts that F' cannot be
written as —V f for some potential function f. In other words, the system

2 2
x = g2e® TV

2 2
y/ _ erx “+vy
is not a gradient system. Therefore, one should not waste time to find the potential
function f by integration, since it is not possible!

Exercise 3.14. Determine whether each of the following systems is a gradient
system. If so, find a potential function f and determine whether it is a strict
Lyapunov function for (0, 0).

D) 2'=2+2y, y=-y
(2) 2’ =22 —2zy, o =y?—2?

(3) o’ = —sin?zsiny, y = —2sinzcosxcosy

3.6.2. Hamiltonian Systems. Hamiltonian systems, to be defined below, often arise
in classical mechanics. While a gradient system is associated with a potential function
(or potential energy) f, a Hamiltonian system is often associated with the total energy
H, called the Hamiltonian function of the system. To ease our discussion, we will only
deal with two dimensional Hamiltonian systems in this note.

Definition 3.27 (Hamiltonian System). A two dimensional Hamiltonian system is of
the form:

. OH
-
)
T

where H(p,q) : R> — R is a C? function, called a Hamiltonian function.

Remark 3.28. Here we use (p, q) to denote the coordinates of R? instead of the usual
(z,y) because of the physics origin of Hamiltonian systems. In classical mechanics, p
represents momentum and ¢ represents position. (|

The significance of a Hamiltonian function H in terms of stability is that H is a
possible candidate of a (non-strict) Lyapunov function.

Lemma 3.29. The Hamiltonian function H(p, q) of the system:
, OH
V=%
,  0H
T
satisfies:
L H(x(1) =0
for any solution curves x(t). In other words, the value of H is constant along any trajectory
in the phase portrait.
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Proof. Let x(t) = (p(t),q(¢)). By chain rule,

d _OH dp OH dq
aH(p(t%fJ(t)) “op at T ag at
_OH ( OH\ OH 0H
~ Op dq dq Op
=0.

O

Therefore, H always satisfies Property 3 of Lyapunov functions. In order for H to be
a Lyapunov function, we need the following conditions stated in the following theorem:

Theorem 3.30. Consider the Hamiltonian system

. 0H
V=
, OH
T

Suppose x* is an equilibrium point of the system and is an isolated local minimum point of
H, then L(x) := H(x) — H(x*) is a Lyapunov function for x* and hence x* is stable.

Proof. The proof is almost identical to the gradient system case (Theorem 3.25) and so
it is omitted here.

O

Example 3.9. The following is a classic example (undamped harmonic oscillator)
of a Hamiltonian system:

where m, k > 0 are constants. It can be easily verified that H(p, q) = ﬁpz + §q2
is a Hamiltonian function (which represents the total energy of the system). Clearly,
H is a Lyapunov function for (0,0) and so the origin is a stable equilibrium. O

Example 3.10. Consider the system:

P=q-¢
q¢=p
By setting ¢ —¢° = —%—ZI and p = %—IZ, one can easily find that H(p, q) = % + g - %

is a Hamiltonian function for the system.

The system has two equilibrium points: (0,0) and (0, 1). The linearization at
(0,0) is given by the matrix:
0 1
o

whose eigenvalues are 1 and —1. Therefore, the Stable Curve Theorem asserts that
(0,0) is unstable.
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However, the linearization method fails to conclude the stability of (0,1) at
which the linearized system is given by the matrix:

0 -1
1 0
that has eigenvalues 0 & i. Therefore, (0, 1) is not a hyperbolic equilibrium point.

Fortunately, the system is a Hamiltonian system and so L(p, q) := H(p,q) — H(0,1)
is a possible candidate for a Lyapunov function

Let’s verify that L(p, q) = & —|— T -Z + ¢ isindeed a Lyapunov function for (0 O).

Clearly, - > 0 and equality holds 1f and only if p = 0. We let f(q) = —3 - 4L+ 6,
then one can verify that f(1) =0, f/(1) =0and (1) =2 > 0. Therefore q =1is
a local minimum point for f(¢). In other words, one can find a small € > 0 such
that f(q) > f(0)=0forqge (1 —¢,14¢) and ¢ # 0.

Combining with the p-term, we have L(p, ¢) > 0 when (p, q) is close to (0, 1),
and equality holds when (p,¢) = (0,1). Therefore L is a Lyapunov function for
(0,1) and hence (0, 1) is stable. O

3.6.2.1. Ciriterion for two-dimensional Hamiltonian systems. Similar to gradient
systems, there is a convenient way to determine whether a given two dimensional system
is a Hamiltonian system.

Proposition 3.31. Given a C! vector field F defined everywhere on R?, the system
x' = F(x) is a Hamiltonian system if and only if the trace of the Jacobian matrix DFy is
zero for any x € R2,

We sketch the proof in the exercise below and let readers complete the detail:

Exercise 3.15. Consider a C* vector field F(p, q) = [? EZ ’ Zg] defined everywhere
2\/

on R?, and the system:
p' =Fi(p,q)
¢ = F2(p,q)
Complete the proof of Proposition 3.31 based on the following outline:

(1) Prove the (=)-part, i.e. assume there exists a Hamiltonian function H(p, q)
such that F} = — %ZI and Fy = %—I;, show that the trace of DF is zero.

(2) For the («<)-part, we assume the trace of DF is zero, i.e. 3F gl 8F 22 — (), Define
H as the following line integral:

H(p,q) ii/*FldQ+F2dP
L

where L is the straight-line segment from (0,0) to (p,q), parametrized by
r(t) = (tp,tq), 0 <t < 1. Show that H is explicitly given by:

Hm®=A(—EWm®wJMmmWMt

(3) Prove that 3 (p,q) = Fx(p,q) and — X (p,q) = Fi(p, ) for any (p,q) € R?,
hence completing the proof of the («<)-part. You may need to use the chain
rule twice. Look at the proof of Proposition 3.26 as a reference.
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Exercise 3.16. For each of the following systems, determine whether it is a Hamil-
tonian system or not. If so, find the Hamiltonian function and determine whether it
is a Lyapunov function for (0, 0).

M p=p+2q ¢ =—¢
(2 p=p*—2pq, ¢ =q*—2pq

/

(3) p/ = —sin’psing, ¢ = —2sinpcospcosq






Chapter 4

Periodicity

A solution x(¢) to an ODE system x’ = F(x) is said to be periodic if the trajectory goes
back to the original position after some finite time. While it is easy to determine periodic
solutions in some systems, it is in general difficult to find an explicit expression of periodic
solutions in many systems.

In this chapter, we introduce an important theorem (the Poincaré-Bendixson’s The-
orem) which can be used to show the existence of periodic solutions. The Poincaré-
Bendixson’s Theorem is significant in both pure and applied mathematics. It is a con-
sequence of the Jordan Curve Theorem, a celebrated result in topology. Practically, it
not only tells us whether a periodic solution exists, but also suggests where it is located.
Furthermore, the Poincaré-Bendixson’s Theorem is significant in chaotic theory in a sense
that it shows there is no chaotic behavior on the plane. It prompted mathematicians to
consider non-planar or higher dimensional systems when studying chaotic behavior.

4.1. Periodic Solutions

Definition 4.1 (Periodic Solutions). Given an autonomous system x’ = F(x), a solution
x(t) of the system is said to be a periodic solution, or a closed orbit, if there exists a
time 7' > 0 such that x(t + T') = x(¢) for any ¢t € R.

Remark 4.2. If one denotes ¢, the flow of the system, then in terms of flow notations, a
periodic solution is a trajectory ¢;(xo) satisfying ¢r1(x0) = @i(x0) for all ¢ € R. O

Remark 4.3. Assume the vector field F is C! so that the uniqueness theorem holds for
the system x’ = F(x) and hence we have ¢; o ps = ;5 for any legitimate ¢ and s. Then,
in order for ¢;(x¢) to be periodic, it suffices to have a time T' > 0 such that pr(xg) = Xo,
since it automatically implies ;1 7(x0) = ¢:(xX¢) for any ¢ € R. O

Remark 4.4. An equilibrium solution is a fortiori periodic since 7' can be taken to be
any positive number. A non-equilibrium periodic solution can be called a non-trivial
periodic solution. O

As mentioned in the introduction of this chapter, it is in general difficult to solve
for periodic solutions explicitly. However, there are some exceptions. The planar linear
systems that give a center phase portrait are clear examples. Another is the following
example due to Hopf:

123
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Example 4.1 (Hopf). Consider the system:

o=z —y—z(2® 4+ 9?)

/I 2 2

y=z+y—yl +y)
While it seems difficult to solve the system using Cartesian coordinates, it is much
nicer if one converts it into polar coordinates. Under the transformation rule
r? = 2?4+ y? and tan @ = £, we leave it as an exercise for readers to verify that the
above system can be rewritten as:

' =r(l—1r?)

0 =1
Therefore, if the initial data xq is on the unit circle » = 1, then it will stay on it
for all time. In polar coordinates, this solution can be explicitly written as r(¢) = 1
and 6(t) = t + 0y where 0, is the initial angle from the positive z-axis. Convert this
solution back to Cartesian coordinates, it is written as: x(t) = (cos(t + 6p), sin(t +

6o)). Clearly, T = 2 is the period of the solution, i.e. x(t + 27) = x(¢) for any
teR.

In general, if the initial data has polar coordinates (rg, f), then the solution to
the system is given by

et

r(t) = . 0(t) =t+ 6.
(i)

Therefore, the trajectories off the unit circle are never periodic since r(t) is either
strictly decreasing (when ry > 1) or strictly increasing (when 0 < ry < 1). In either
case, the radius r(¢t) — 1 as t — +oo. Therefore, these trajectories are approaching
to the unit circle. See Figure 4.1 for the phase portrait. O

—
-1 — i = /f

Figure 4.1. The phase portrait of the system in Example 4.1: r' = r(1 —72), ¢ =1

Unlike the Hopf’s system (Example 4.1), there are many systems whose solution

are difficult to solve, let alone finding periodic solutions. Many of these systems are
nonetheless of important scientific significance. The following is such an example.

Consider the system:

/ —

r = x—l—ay—i—xzy
Y =b—ay—a’y

where a, b > 0 are two parameters.
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This system governs the glycolysis inside a human body. Here z is the concentration
of ADP (adenosine diphosphate) and y is the concentration of F6P (fructose 6-phosphate).
The rate of change of each of the two chemicals are governed by the above ODE system.
For instance, one can see that the increase of y will lead to slower growth rate of y and
higher growth rate of x. In order to maintain a sustainable metabolism, it will be ideal
if the concentrations of these two chemicals exhibit a periodic pattern. Mathematically
speaking, one hopes that the solution curves to the system are periodic, or at least
“asymptotically periodic” just like the trajectories near the unit circle in the Hopf’s system.
The phase portrait of the glycolysis system (with a = % and b = 1) is shown in Figure
4.2. The phase portrait suggests that there should be a periodic solution. However, due to
some unavoidable numerical errors of the plotting software, the periodic solution cannot
be clearly shown in the diagram. We will show that such a periodic solution indeed exists
using the Poincaré-Bendixson’s Theorem in the next section.

T
251

151

051

Figure 4.2. The phase portrait of the system: 92 = —z + 5y + a2y & =1 — Ly 22y

Before we get to the above-mentioned Poincaré-Bendixson’s Theorem, let’s look at
the flip side of the coin that some systems never have (non-trivial) periodic solutions.

Gradient systems are such examples:

Proposition 4.5. The only periodic solutions for any gradient system x' = —V f are the
equilibrium solutions.

Proof. Suppose x(t) is a periodic solution of the system x’ = —V f with period T' > 0.
Then,

T
F(T) = F(x(0)) = / % f(x(t))dt (Fundamental Theorem of Calculus)

0
T d 4

- /0 ; gi d;tz dt (chain rule)
T d

_ of (of o

_/0 ; o <_ 3552') dt (since X' = —Vf)

T d af 2
:_/0 ;(3%> v

T
= —/ IV |2 dt.
0



126 4. Periodicity

Since we assume x(¢) is periodic with period T, we have x(7T") = x(0), and so we have

T
0:/ IV |7 dt
0

which implies V f(x(t)) = 0 for any ¢ € [0,T]. In other words, x(¢) is an equilibrium
solution of the system.

O

Another result to rule out the periodic solutions of some systems is the following:

Theorem 4.6 (Bendixson-Dulac’s Theorem). Let F : R? — R? be a C* vector field on
R2. Denote the components of F by:

e = [0

If there exists a C* scalar function h(z,y) : Q@ — R defined on a simply-connected region
Q C R?, such that
O(hFy) | O(hFy)
or + 0y
is positive in €, then the system x’ = F(x) does not have any non-trivial periodic solution
inside 2.

Proof. Suppose x(t) is a periodic solution with period 7' > 0. We will use the Green’s
Theorem to derive a contradiction.

The solution curve x(t¢), 0 < ¢ < T forms a closed loop. Denote this closed curve by
C and the region enclosed by R, then the Green’s Theorem shows:

/ —hFydr + hFidy = // O(hir) | O(hF3) ;4
which is positive by the hypothesis of the theorem.

However, under the system x’ = F(x), we have dz = 2/dt = hF dt and dy = y'dt =
hF,dt. Therefore,

/ —hFydx 4+ hFydy = / (=h*F\Fy + h2Fy Fy)dt = 0.
C C

Clearly; it is a contradiction.

Example 4.2. The following system is a modified predator-prey model:

¥ =xz(1 - azx —by)

y =yl +cx —dy)
where q, b, ¢, d > 0 are parameters, and = and y represent the population of two
species. Think about which species is the predator and which is the prey! Using the

Bendixson-Dulac’s Theorem, one can show this system does not have non-trivial
periodic solutions:

Let Q = {(z,y) € R? : > 0 and y > 0} which is a simply-connected region.
Define h(z,y) = — ., then
h-z(l—ax—>5 h-y(1 —d d
O -w(l—ax—by) O -y(+er—dy) _a d_
Or dy T
for any (z,y) € Q. O
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Remark 4.7. There is no general tip on the choice of a suitable h. The use of Bendixson-
Dulac’s Theorem requires some trial-and-errors and experience. d

Exercise 4.1. For each of the following systems, determine whether it has a non-
trivial periodic solution. If so, find a periodic solution explicitly. If not, prove that it
does not have any periodic solution. (Hint: for second order systems, rewrite them
into first-order systems first)

(1) 2” = —w?z where w; is a constant.

(2) 2" = —w?z, y" = —w3y where w;’s are constants such that 1 is rational.

3) " = —wiz " — —w2y where w;’s are constants such that ¥* is irrational.
1%, Y 2Y i o

(4) .13, _ $2 _ 4x3y, yl — y2 _ $4
(5) 2’ =siny, 3 =cosz+y

! 1 A Y
(6) - 1+z2+y27 y - 1+m2+y2

Exercise 4.2. Let F : R? — R? be a O vector field. Suppose f : R? — R is a C*
scalar function such that for any solution curve x(t) of the system x’ = F(x), we
have

%f(x(t)) <0 foranytc R.

Prove that any periodic solution (if there is any) must lie on a level set of f.



128 4. Periodicity

4.2. Poincaré-Bendixson’s Theorem: applications

While the periodic solution in the Hopf’s system (Example 4.1) is easy to find once the
system is converted into polar coordinates, it is usually extremely difficult to do so in
most systems. Even for scientific relevant systems such as the glycolysis model (shown in
Figure 4.2 of Chapter 1) where periodic solutions are of practical importance, the closed
orbit can be roughly seen in the phase portrait but it cannot be well illustrated there. It
is due to numerical errors which unavoidably appear in the graph plotting process by the
software.

In this section, we will use an important result in qualitative theory of ODEs, the
Poincaré-Bendixson’s Theorem, to prove that a periodic solution really exists in some
planar ODE systems including the glycolysis model. While the theorem cannot tell what
is the explicit expression of the periodic solution, it gives us an idea of where the closed
orbit is located in the phase portrait. Theoretically speaking, the proof of the theorem by
itself is a beautiful one too.

The statement and the proof of the Poincaré-Bendixson’s Theorem involve some
topological concepts such as openness and closedness. It is recommended for readers to
review these concepts discussed in Chapter 2 before going ahead.

Theorem 4.8 (Poincaré-Bendixson’s Theorem). Let F : R? — R? be a C! vector field in
R? and consider the system x' = F(x). Suppose K is a set in R? such that:

(1) K is closed and bounded;
(2) the system has no equilibrium point in K; and

(3) K contains a forward trajectory of the system, i.e. there exists xy € K such that
pi(xp) € K for any t > 0. Here o, denotes the flow of the system.

Then, the system has a non-trivial closed orbit in K.

Yes! The theorem seems to good to be true. In order to guarantee a periodic solution,
one simply needs to exhibit a forward trajectory which is trapped inside K. This forward
trajectory by itself needs not be periodic, but the theorem shows that if such a trajectory
exists, then it will warrant a closed orbit for the system provided that K fulfills the
assumption of the theorem!

We will give the proof of the Poincaré-Bendixson’s Theorem in the next subsection.
Meanwhile let’s go through some examples to illustrate the use of the theorem.

One typical technique for applying the Poincaré-Bendixson’s Theorem is to construct
a trapping region in the phase portrait, so that trajectories starting from any point in
the region will stay there for any positive time.

Example 4.3. The Hopf’s system in Example 4.1 has an explicit periodic solution,
namely the unit circle. Let’s pretend we don’t know this and try to use the Poincaré-
Bendixson’s Theorem to prove that a periodic solution exists!

Let K be the following closed and bounded subset of R?:
K{XERQ:;§|X|§2}

which is an annular region with outer radius 2 and inner radius 3. The boundary
of K consists of a circle of radius % and a circle of radius 2, both centered at the
origin. See Figure 4.3.
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Under the Hopf’s system, ' = r(1 — 72). Therefore, on the boundary circle
{r =2}, wehaver’ = r(1—r?) = —6 < 0, and hence trajectories hitting {r = 2} will
decrease it’s distance from the origin as ¢ increases. On the other hand, on another
boundary circle {r = 3}, we have r’ = r(1 — r%) = 2 > 0, and hence trajectories
hitting {r = 1} will increase r as ¢ increases. These show any trajectories in the
annular region K will stay in K for any future time. Also, as the system is O,
by Theorem 2.31 there will not be any finite-time singularity, so the trajectories
trapped inside must be defined for all time ¢ € [0, c0).

Now that K is closed and bounded. The only equilibrium point of the system,
the origin, is not in K. From the above discussion, K contains many forward
trajectories (in particular it contains at least one). All these fulfill the conditions of
the Poincaré-Bendixson’s Theorem, so the system has a non-trivial closed orbit in

K. Of course, the closed orbit as we figured out before is the unit circle. O
)
A
v
>
A
> T
Y
7

Figure 4.3. The trapping region K, shaded in gray, of the Hopf’s system in Example 4.3
with sample of vectors on the boundaries.

Example 4.4. Consider the system:

=y

y = -2z 4yl -2 —1.01y%)
Unlike the Hopf’s system, this system is not easy to be solved explicitly. However,
its phase portrait looks like a slightly distorted Hopf’s system portrait, and it seems

the same annular region K = {% < r < 2} we considered before should also be a
trapping region for this system. We will verify that it is indeed the case:

Under this system, one can easily verify that:

d
@(IQ + 3 =921 — 2% — 1.019°).

On the boundary circle {r = 2}, we have

9@ 11?) <P ) =1 - (2 +7) = (1 2) <0,

Note that we used the fact that —1.01y% < —y2.
On another boundary circle {r = 1}, we have

d
@(IQ +9?) > y*(1 — 1.012% — 1.01%%) = (1 — 1.01 x (0.5)%) > 0.
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Therefore, K is a trapping region and it is closed and bounded. An easy
calculation shows the origin is the only equilibrium point for the system, and it is
not inside K. The Poincaré-Bendixson’s Theorem shows there is a closed orbit in
K. See Figure 4.4 for the diagram showing the phase portrait inside the trapping
region K. O

3 1 0 1 P
Figure 4.4. The solution curves inside the trapping region K in Example 4.4.

Example 4.5. Here we give an example where the trapping region is not an annular
region. It is the glycolysis model we mentioned at the beginning of this chapter:
t' = —x +ay + 2%y
y' =b—ay—a’y
where a, b > 0 are two parameters.
The phase portrait with a specific choice of (a,b) was shown in Figure 4.2. We

will show the quadrilateral region K with vertex (0,0), (b+ 2,0), (b, 2) and (0, 2)
is a trapping region for the system. See Figure 4.5 for the sketch of the region.
To show it is a trapping region, we need to show the vector field F(z,y) =
—x+ay + 1%y
[ b—ay — 2%y
F - n > 0 where n is an inward normal vector of the boundary.

] is pointing into the region near the boundary, or equivalently,

There are four boundary components, three of which are either horizontal or
vertical. Let’s verify two of them and the other two are left as an exercise.

On the boundary segment joining (0,0) and (b + g, 0), we have y = 0 (when z

. . . .10
is varying) and the inward normal vector n is 1l and we have:

F(z,0) - n=(—z,b)-(0,1) =b> 0.
Hence F is pointing inward on this boundary component.
The boundary component joining (b + £,0) and (b, 2) can be expressed as

y=—-z+b+ 2 withz € [b,b+ 2], and the inward normal vector n is (—1,—1).
Therefore,

F(:I:,y)~n:—(—:c+ay+x2y)—(b—ay—m2y):x—bzo

since z > b.




4.2. Poincaré-Bendixson’s Theorem: applications 131

After verifying the other two boundary components, we can conclude K is a
trapping region. K is closed and bounded. Unfortunately, there is an equilibrium
point (b, ﬁbe) which is inside K! One cannot apply the Poincaré-Bendixson’s
Theorem with this K directly. However, it is still possible to show existence of
periodic solution if (b, H%) can be shown to be unstable, since then one can drill a

small open ball B, ((b, -2%z)) inside K and K\ B.((b, --%z)) is a closed and bounded
trapping region for the system not containing any equilibrium point. The Poincaré-
Bendixson’s Theorem hence shows there is a periodic solution inside the region
E\B:((b, 55))-

Unfortunately, the equilibrium is unstable only for some pairs of (a,b), for
instance a = % and b = 1 (as you should verify as an exercise). There are many
other good pairs, but it is quite tedious (yet possible) to figure out all possible pairs
for which the equilibrium point is unstable. See Figure 4.6 for the phase portrait

inside the trapping region for this pair of (a, b). O
0.3 (5, ¢)
(0,0) (b+2,0)

Figure 4.5. The trapping region in Example 4.5.

Figure 4.6. The phase portrait inside the trapping region in Example 4.5 when (a, b) = (%, %).
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Exercise 4.3. Complete the verification that K defined in Example 4.5 is a trapping
region for the system for any pair of a, b > 0. Find another pair of (a, b), other than
(1—10, %), such that K satisfies all conditions of the Poincaré-Bendixson’s Theorem.

Exercise 4.4. Show that the system has a (non-trivial) periodic solution:
o =—z(x?+y*-3x-1)+y
y=—ylz®?+y*-32z-1)—=z

[Hint: first convert the system into polar coordinates, then find a suitable pair of r;
and ro such that K = {r; < |x| < r} is a trapping region for the system.]

Exercise 4.5. Show that if a (two-dimensional) Hamiltonian system with a Hamil-
tonian function H has the property that the set K = {(p,q) : a < H(p,q) < b} is
non-empty, closed and bounded for some a and b, then K contains an equilibrium
or a closed orbit (or both).
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4.3. Poincaré-Bendixson’s Theorem: the proof

This section is devoted to the proof of the Poincaré-Bendixson’s Theorem. The key
idea follows closely from Chapter 10 in Hirsch-Smale-Devaney’s book but here we will
minimize the technicality in the exposition while keeping the proof rigorous.

4.3.1. Limit Sets. An important concept in the proof of the Poincaré-Bendixson’s
Theorem is the a— and w— limit sets to be defined below.

Let o, be the flow of the Hopf’s system discussed in Example 4.1. Consider the
trajectory o, (xg) for some point xo € R? with polar coordinates (r(,0). As we computed
before, the trajectory is given in polar coordinates by:

wi(x0) = (z(t),y(t)) = (cost,sint).
)

Although the scaling factor S approachesto 1 as t — 400, the limit lim;_, 1 o, ¢¢(x0)
Y Gr) e
0
does not exist because the trigonometric functions cost and sin ¢ are oscillating between
—1 and 1 rather than converging to specific numbers.

However, if one substitute ¢ by a suitable time sequence {¢,}52 ; which approaches
to 400 as n — oo, then one can possibly talk about convergence of ¢;, (x0) as n — oc.
For example, if we let ¢,, = 27n, then

2mn
o1, (%0) = ‘ (cos(2mn), sin(27n))
(r% _ 1) + 647”1
0
6271'n

= T 4m(l,()).
<rg 1) +e

Letting n — oo gives ¢, (xo) — (1,0) as n — oo.

That says, although we do not have convergence for ¢;(xo) when ¢ is regarded
as a continuous parameter, we can still talk about a discrete notion of convergence by
substituting ¢ by a suitable sequence ¢,. The cost is that now the “limit” may not be
unique. For instance, if one choose t,, = 2n + 6y where 6, is any fixed angle, then one
should verify that ¢;, (x¢) — (cosfp,sinfy) as n — +oo, which is another point on the
unit circle.

Under this generalized notion of limits, we no longer say ¢;(xq) converges to a
particular point, but rather say ¢;(xo) approaches to a set. This motivates the following
definition:
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Definition 4.9 (Limit Points and Limit Sets). Let o; be the flow of an ODE system on
R?. A point y € R? is called an w-limit point of x if there exists a time sequence
t, — 400 as n — oo such that ¢; (x¢) — y as n — co. The w-limit set of x,, denoted
by w(xy), is the set of all possible w-limit points of x,. Precisely,

w(xg) = {y € R?: 3t,, — +00 as n — oo such that ¢;, (x9) — y as n — oo}.
A point z € R? is called an a-limit point of x, if there exists a time sequence

t, — —oo as n — oo such that ¢;, (x¢) — y as n — oco. The a-limit set of x,, denoted
by a(xg), is the set of all possible a-limit points of x,. Precisely,

a(xg) = {z € R?: 3t,, = —oc0 as n — oo such that ¢, (x) — z as n — oo}.
O

Remark 4.10. The letters o and w are chosen because they are the first and the last
Greek alphabet respectively. O

Example 4.6. Recall that the flow of the Hopf’s system is given by

et

ei(x0) = (x(1),y(t)) = (cost,sint),
(% - 1) +e2t

where xg = (79, 0) in (, y)-coordinates and r > 0.

As discussed before, there exists a sequence of times ¢,, = 27n + 6y — +oo as
n — oo such that ¢;, (x¢) — (cosfp,sindp). One can pick 6 to be any angle , so
any point on the unit circle is an w-limit point of xq. Conversely, any w-limit point
of xo must be on the unit circle since |p;, (x9)| — 1 as n — oo for any sequence
t, — +oco. Therefore, the w-limit set of xq is the unit circle. Symbolically, we denote
it by:
2
w(xo) ={y e R*: |y| =1}.
The a-limit points of x; is bit more subtle than their w-counterparts. If xq =
(r0,0) is chosen such that 0 < r¢ < 1, then r% — 1 is positive and so (r% — 1) + e2t
0 0

is defined for all time ¢. Therefore it makes sense to talk about ¢, (x¢) for sequences
t, — —oo. One can verify that in this case ¢;, (x9) — (0,0) for any sequence
t, — —oo, and so 0 is the only «-limit point of xg = (r9,0). Symbolically, it is
defined by:

a(xg) = {0} when0 < rg<1.

However, xg = (79, 0) with ro > 1. The square-root , / (r% - 1) + €2t is undefined
0

when ¢ is sufficiently negative. It is therefore forbidden to substitute ¢ by a sequence
t,, that goes to —oo. Therefore, there is no a-limit point for this x(, and symbolically
we say:

a(xg) =0 whenry > 1.

O

Exercise 4.6. If x, lies on the unit circle, then what are the limit sets w(xg) and
a(xo) under the Hopf’s system? How about w(0) and «(0)?
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Exercise 4.7. Show that if ¢,(x() is a periodic solution, then both w(x() and a(xg)
are equal to the trajectory {:(Xo) }+e(—oo,00) itself.

If x* is an equilibrium point, then what are w(x*) and «(x*)?

We will mostly deal with w-limits in the rest of the chapter. While it is possible to
determine the limit sets for the Hopf’s system where the flow map can be explicitly stated,
it is in general difficult to determine limit sets for most nonlinear systems. In the rest of
the chapter, we will deal with limit sets in a qualitative way rather than finding them
explicitly.

The following lemma presents some important facts about w-limit sets. They will be
used often when establishing the Poincaré-Bendixson’s Theorem.

Lemma 4.11. Let o; be the flow of a C'-system on R% Suppose y € w(x) for some
x € R?, then we have:

(1) vs(y) € w(x) for any s (as long as ¢, (y) exists).

(2) If z = @,(y) for some fixed s, i.e. z is on the trajectory through y, then z € w(x).

(3) If w € w(y), i.e. wisan w-limit point of y, then we also have w € w(x). [In other
words, w € w(y) and y € w(x) imply w € w(x).]

Proof. Given that y € w(x), there exists a sequence of times ¢,, — +oo such that
limy, 00 1, (X) =Y.

Parts 1 and 2 are easy consequences of the continuity of ¢, proved in Proposition
2.51 in Chapter 2:

To prove (1), we consider psi¢ (y) = ps(p¢, (y)). Since ¢, is continuous, we have:

lim @i, (x) = lim @s(er, (%) = @s ( lim oy, (X)) = ps(y)-

n— oo n— oo

Therefore, ¢s(y) € w(x) and the associated time sequence is s + t,.
For (2), we consider:

z = ps(y) (given)
=, (nlgréo o, (x)) (given)
= nl;n;o ws(p, (%)) (¢s is continuous)

= lim ¢, 45(x).

Therefore, ~ is an w-limit point of x since there exists a time sequence ¢, + s — +oo such
that ¢y, +s(x) — z. It completes the proof of (2).

For (3), since w € w(y) there exists a sequence of times s;, — oo such that ¢, (y) —
w as k — oo. Given that lim,,_, ¢, (x) = y and by the continuity of y,,, we have
limy, 00 @sitt, (X) = @s, (y) for each fixed k. We pick a subsequence ¢,,, of t,, such that
for each k, we have

| =

Porttn, (X) — 05 (¥)] <
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Consider the sequence of times sy + ¢, , we then have:

[Porcttn, () = W] = |Puu 10, () = 90 (3) + 900 (v) = W

< [Pt () = 90 ()] + e () = wl

1
‘(psk“rtnk (X) - W‘ < E + |908k (y) - W‘ :
—_—————
~ —0

As k — +oo, we have ‘%thk_ (x) —W‘ — 0, or in other words Pspttn, (x) = w.
Therefore, w € w(x) and its associated time sequence is sy, + t,, -
(]

4.3.1.1. Closedness and boundedness of the trapping region. Recall there are
two conditions for the trapping region K in the statement of the Poincaré-Bendixson’s
Theorem, namely K has to be closed and bounded. These two conditions have important
implications in terms of limit sets.

Suppose ¢:(xg) is a forward trajectory contained in K entirely. If K were not
bounded, then ¢;(x() may diverge to infinity as ¢ — +oo then there is no w-limit point
to talk about. The boundedness of K guarantees there is at least one w-limit point of x.
In fact, it is a consequence of the following famous theorem in analysis:

Theorem 4.12 (Bolzano-Weierstrass’s Theorem). If S is a bounded infinite set in R,
then there exists a sequence s,, € S such that s,, converges to a limit sy in R? as n — oo.

We omit the proof here. A standard proof can be found in any basic analysis textbook,
and is normally taught in the first course of analysis.

Now applying the Bolzano-Weierstrass’s Theorem to our scenario. The forward
trajectory ¢;(xo) is an infinite set (unless x( is an equilibrium point, but then w(xy) is
{x0} itself). If it is completely inside a bounded set K, then the trajectory is a bounded
infinite set so the theorem implies there exists a sequence ¢, (xo) that converges to a
limit y in R¢. Consequently, w(x) contains at least one point y.

The boundedness of K guarantees the forward trajectory has at least one w-limit
point. However, boundedness alone cannot guarantee the limit point must be in K. That’s
why we need to combine closedness with boundedness. The following is a “common-
sense” fact in analysis and point-set topology:

Proposition 4.13. Let K be a closed set in RY. If x,, is a sequence in K and that x,, —y
as n — oo, then the limit y must be in K.

Proof. We prove by contradiction. Suppose y is not in K, then y € R4\ K. Since K is
closed, the complement R%\ K is open. By the definition of openness, there exists a ball
B.(y) that is contained inside R?\ K.

The sequence x,, — y as n — oo, S0 x,, will eventually enter the ball B.(y) for
sufficiently large n. However, it is not possible since all x,,’s are in K but the ball B.(y)
is disjoint from K.

Therefore, we must have y € K.
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Combining closedness and boundedness of K, the forward trajectory o;(x) trapped
inside K must have at least one w-limit point, and all w-limit points must be in K. This
is significant since then our proof “game” will be confined in the trapping region K.

Remark 4.14. In finite-dimensional spaces such as R?, a closed and bounded set can
be called a compact set. O

4.3.2. Local Sections and Flow Boxes. The Poincaré-Bendixson’s Theorem re-
quires the trapping region K has no equilibrium point for the system. We will explore
why this is needed in this subsection.

From now on, we will restrict the discussion to planar system only. Let x, be a
non-equilibrium point of a C'*-system x’ = F(x). The vector F(xy) at x is non-zero, and
so there is a straight line, denoted by I(x(), passing through x, and is perpendicular to
F(x). Pick a point x on this line /(x(), then one can tell whether F(x) is pointing at the
same side of the line as F(x() by considering the dot product F(x) - F(xo). If the dot
product is positive, then F(x) points at the same side of the line as F(xq).

Since F(xo) - F(x0) = |F(x0)|> > 0, by continuity of the vector field, the dot product
F(x) - F(x¢) must be positive as far as x is sufficiently close to x,. Consequently, one
can find a line segment S, of I(x¢) such that at every point x on this line segment Sy,
the vector field F(x) is pointing at the same side of I(x() as F(x(). This line segment is
called:

Definition 4.15 (Local Sections). Let x, be a non-equilibrium point of a C''-system
x' = F(x). Alocal sections Sy, is a line segment passing through x, and perpendicular
to F(x¢) such that F(x) - F(x¢) > 0 for any x € Sx,. O

F(xo)

X0

Sxq
Figure 4.7. Alocal section Sk, based at xg.

Given a local section Sy,, one can construct a flow box at x, to be described below.
As the vector field F(x) is pointing at the same side of the local section Sy, when x
is sufficiently close to xo. One can expect there is a neighborhood V of xq so that the
trajectories inside V are flowing in approximately parallel directions as shown in Figure
4.8. A flow box has two edges: the in-edge and the out-edge. A flow box is characterized
by the following properties:

(1) Any trajectory must enter the flow box V through its in-edge.

(2) After a trajectory enters the flow box V, it must intersect the local section Sy,
exactly once before leaving V.

(3) Any trajectory must leave the flow box V through its out-edge.

The formal construction of flow boxes is bit technical so we omit it here. Readers
may consult Section 10.2 of Hirsch-Smale-Devaney’s book for both the formal definition
and the existence proof of flow boxes using the Implicit Function Theorem. In order
to understand the key idea of the Poincaré-Bendixson’s Theorem, it is more important
to keep in mind the geometric intuition of flow boxes, rather than knowing the formal
definition or why flow boxes must exist.
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==/

in-edge out-edge
S

Figure 4.8. An example of a flow box and a local section.

4.3.3. Jordan Curve Theorem and Consequences. Limit sets, local sections
and flow boxes are three key ingredients in the proof of the Poincaré-Bendixson’s Theorem.
In this subsection, we will first state (but not prove) a celebrated result in topology, the
Jordan Curve Theorem. It will lead to two important consequences about limit sets and
local sections.

The statement of the Jordan Curve Theorem, stated below, sounds quite trivial
and you may wonder why such an obvious statement can be qualified as a theorem.
Nonetheless, the proof requires an advanced concept called Homology which is usually
taught in graduate level Algebraic Topology course.

Theorem 4.16 (Jordan Curve Theorem). Any continuous simple closed curve C'in the
plane R? divides the plane into two disjoint components, i.e. there exist two disjoint
connected open sets U and V such that R?\C' = U U V. Moreover, one of the U and V is
bounded and the other one must be unbounded.

The first consequence of the Jordan Curve Theorem is about monotonicity:

Lemma 4.17. Let o; be the flow of a C* planar system, and let S be any local section.
Consider a trajectory ¢(y) from a point y in R%. If t; <ty < t3 are times at which the
trajectory o(y) intersects S, then the intersection points ¢y, (y), 1, (y) and ¢, (y) must
be in monotonic order on the local section S (see Figures 4.9 and 4.10 for an example and
a non-example of monotonically ordered points).

Proof. First construct a continuous simple closed curve C' by gluing the part of the
trajectory ¢¢(y) for t € [t1,12] and the line segment joining ¢;, (y) and ¢, (y). The
Jordan Curve Theorem asserts that C divides the plane R? into two disjoint open sets U
and V. Assume without loss of generality that the trajectory ¢;(y) enters the region U
shortly after ¢5. Suppose at a later time ¢3, the trajectory intersects S in the middle of
o1, (y) and ¢4, (y) (let’s call this 1 — 3 — 2 configuration), then S being a local section
implies the trajectory must come from another region V shortly before ¢3 (see Figure
4.11). However, it is impossible since U and V' are disjoint. It rules out the 1 — 3 — 2
arrangement on the local section S. Similarly, one can also rule out the 3 — 1 — 2
configuration by the same argument. Therefore, the only possibility is 1 — 2 — 3, which is
exactly what we need to show.

O
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ty

Figure 4.9. ¢y, (x0)’s are monotonically ordered on S

t1

Figure 4.10. ¢, (x0)’s are not monotonically ordered on S

ty

Figure 4.11. The trajectory in blue is a hypothetical trajectory that gives a 1 — 3 — 2
configuration. This configuration is ruled out by the Jordan Curve Theorem.

If we further assume that the point y of Lemma 4.17 is an w-limit point of another
point x, then we have a stronger result:

Lemma 4.18. Let o, be the flow of a C! planar system, and let S be any local section. If
a trajectory o (y) starts from a point 'y € w(x) for some x € R?, then the trajectory o (y)
intersects S at at most one point.

Remark 4.19. The trajectory can intersect S for infinitely many times, but the lemma
shows the intersection point must be the same every time. O

Proof. We prove by contradiction. Suppose ¢;(y) intersects S at two different points z
and w. One can then find two disjoint flow boxes, V based at z and another W based at
w.
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As z and w are on the trajectory from y, they are both w-limit points of x by Lemma
4.11. As a result, there exist sequences t,, — 400 and s,, — +oc such that ¢; (x) = z
and p;, (x) > wasn — 0.

There must be infinitely many ¢, (x)’s in V since ¢, (x) converges to z which is
inside V. Therefore, by the property of a flow box, the trajectory ¢;(x) must enter the
flow box for infinitely many times and intersect the V-portion of the local section S for
infinitely many times. See Figure 4.12.

Similarly, the trajectory ¢ (x) must intersect the W-portion of the local section S
for infinitely many times. However, Lemma 4.17 shows ¢;(x) must intersect the local
section S in monotonic order. It is impossible to have this trajectory intersecting the V-
and W-portions of the local section S both for infinitely many times and overall in a
monotonic order. It leads to a contradiction. Therefore, ¢;(y) cannot intersect S at two
different points, and hence it can only intersect S at at most one point.

O
——— . .
from x : : ¢ intersect S for co times
%
— ) )
from above : ] ¢ intersect S for oo times
w
S

Figure 4.12. The trajectory from x cannot intersect S first in V and then W both for
infinitely many times in a monotonic manner. This leads to a contradiction. Note that the
trajectory from y is not shown in the figure since it is not relevant.

4.3.4. Completion of the Proof: A Tale of Three Points. Finally, with Lemma
4.18, we are ready to give the proof of the Poincaré-Bendixson’s Theorem.

Proof of Theorem 4.8. Recall that the set-up is that there is a closed and bounded set
K in R? that contains a forward trajectory ¢, (x) for ¢ € [0, ). By the closedness and
boundedness of K, the limit set w(x) is non-empty (by Bolzano-Weierstrass) and is
contained inside K (by closedness). The absence of equilibrium point in K and that
w(x) C K guarantee every point on w(x) has a local section and a flow box around the
point.

Now let y be any point in w(x). The key idea of proving the theorem is to show
that ¢;(y) is a periodic solution. In order to prove this, consider a point z € w(y).
Since y € w(x), Lemma 4.11 shows ¢;(y) € w(x) C K for any ¢ > 0. Consequently, the
closedness of K implies w(y) C K, and so z € K.

Now that z € K, it is not an equilibrium point and so there exists a local section S
and a flow box V based at z. Now the proof is completed by applying Lemma 4.18: since
y is an w-limit point of x, the lemma shows that the trajectory ¢, (y) intersects the local
section S at at most one point. Since z is an w-limit point of y, it implies ¢, (y) must enter
the flow box V for at infinitely many times, and intersect S for infinitely many times but
every time the intersection point must be the same. Therefore, one can pick two different
times s and ¢, where s < ¢, such that ¢;(y) = ¢s(y), which implies ¢;_,(y) = y. In other
words, the trajectory ¢;(y) is periodic with a period ¢t — s > 0. It completes the proof.

O
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We would like to end this section by stating (but not proving) two extended forms of
the Poincaré-Bendixson’s Theorem. In the version we stated in Theorem 4.8, if K is a
closed and bounded set in R?, contains no equilibrium point of the system and contains
a forward trajectory ¢ (x), then the system has a periodic solution. From the proof, we
have seen that the periodic solution is given by ¢;(y) where y € w(x). By Lemma 4.11,
y € w(x) implies ¢;(y) € w(x) for any ¢, and so the periodic trajectory ¢.(y) must be a
subset of w(x).

In fact, one can show that the periodic trajectory ¢ (y) is all of w(x):

Theorem 4.20 (Poincaré-Bendixson’s Theorem: extension 1). Assume K and the system
satisfy all conditions of Theorem 4.8, and that the forward trajectory is given by ¢.(x) € K,
then the system has a non-trivial closed orbit in K and the image of the closed orbit is
equal to w(x).

Proof. Readers may consult Section 10.5 in Hirsch-Smale-Devaney’s book, or Chapter 7
of Ordinary Differential Equations: Qualitative Theory by Barreria and Valls.

O

Another extension of the Poincaré-Bendixson’s Theorem concerns about the possibil-
ity of having equilibrium points inside the trapping region K:

Theorem 4.21 (Poincaré-Bendixson’s Theorem: extension 2). Assume K is a closed and
bounded set in R? and it contains a forward trajectory ¢;(x) of a planar system, then the
limit set w(x) must be one of the following:

(1) a non-trivial closed orbit; or
(2) an equilibrium point; or

(3) a connected set of finitely many equilibrium points together with non-periodic trajectoq
ries connecting them.

Proof. Readers may consult Teschl’s book for a proof of this extension.
(]

4.3.5. Limit Cycles and the Hilbert’s 16th Problem. We would like to end this
course by keeping readers informed of a long-standing unsolved problem. In order to
state the problem, we need to introduce:

Definition 4.22 (Limit Cycles). A limit cycle ~y is a non-trivial periodic solution to an
ODE system and it is a limit set of a point not lying on ~, i.e. v = w(x) or v = a(x) for
some x € R?\~. O

The unit circle of the Hopf’s system is a limit cycle because it is the w-limit set of the
trajectories spiraling towards it. However, the closed orbits of a center phase portrait for
linear system are not limit cycles because they are not limit sets for nearby trajectories
but rather they are limit sets of itself.

The Poincaré-Bendixson’s Theorem (extension 1) asserts that for a planar system
if a non-periodic forward trajectory from x is trapped inside a closed and bounded set
K which contains no equilibrium, then the trajectory limits to a periodic solution. The
image of the closed orbit is equal to w(x). This closed orbit is a limit cycle. Therefore,
the Poincaré-Bendixson’s Theorem gives a lower bound (i.e. at least one) of the number
of limit cycles in this scenario.
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However, it is an extremely difficult problem to determine an upper bound on the
number of limit cycles for planar systems. The problem was proposed by David Hilbert in
1900, among a list of 23 problems. The one about limit cycles, listed as the 16th problem,
is stated as follows:

Problem 4.23 (Hilbert’s 16th Problem). Let P(z,y) and Q(z,y) be two real polynomials
of degree n. Consider the planar system

' = P(z,y)
y' =Q(z,y).
Find an upper bound (in terms of n) of the number of limit cycles to this system. d

As of today (January 10, 2020), the problem is unsolved for all n > 1. The best
result obtained so far is by Yulii Ilyashenko and Jean Ecalle in 1991/92 who proved that
these systems have only finitely many limit cycles.

— The End of the Course —
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Appendix

A.1. Uniform Convergence

This appendix reviews some basic knowledge about uniform convergence.

A.1.0.1. Pointwise convergence. The Picard’s iteration sequence x,(t) is a se-
quence of functions, not a sequence of numbers. There are two ‘variables’ involves: one is
an integer n and another is the time ¢. Pointwise convergence, or pointwise limit, means
we are taking n — oo while regarding ¢ as a constant.

Definition A.1 (Pointwise Convergence). Given a sequence of functions {x, (¢)}22
where ¢ is defined on an interval I, we say x,,(t) converges pointwise to a function x . (t)
on [ if for each fixed ¢ € I, the sequence {x,(t)} regarding ¢ constant converges to
Xoo(t) @s n — oo, or equivalently, for each ¢t € T

%, () — Xoo(t)] = 0 asn — oo.

Example A.1. The sequence of functions z,,(t) = (1 — ¢?)" converges pointwise on

[0,1] to the function:
palt) = {0 ifo<t<1
1 ift=0
Therefore, it is possible for a sequence of continuous functions converges pointwise

to a discontinuous function! O

Example A.2. Denote a sequence of functions as follows:

n’t ifo<t<1/n
zo(t) =4 —nt+2n ifl/n<t<2/n
0 if2/n<t<1

The graph of the function can be found in Figure A.1. By the definition,
2,(0) = 0 for any n, therefore x,,(0) — 0 as n — oo. For any ¢ € (0, 1], one can
always find a large enough N such that 2/N < ¢ < 1, and therefore for any n > N,
we have z,,(t) = 0 and so z,,(t) — 0 as n — oo. Therefore, x,,(t) — 0 for t € [0, 1]
as n — oo.

143



144 A. Appendix

From the graph of the function x,,(t), one can easily see that:
1
/ zp(t)dt =1 foranyn > 2
0

but

1 1
/ lim xn(t)dt:/ 0dt = 0.
0 n—oo 0

Therefore, this example shows it is possible that:
1

1
lim Ta(t)dt=1#0= / lim ., (t)dt
0

n—oo 0 n— oo

and so the limit and integral signs cannot be always switched! The step we ‘cheated’
in page 41 needs to be justified! O

Figure A.1. The graph of the function z,,(t) defined in Example A.2.

A.1.0.2. Uniform convergence: definition. We ask: Is there any condition for the
sequence of a function which allows us to switch the limit and integral signs?

The answer is positive: we require a stronger type of convergence called uniform
convergence. To start with, we define a norm of a function.

Definition A.2 (L°°-Norm of a Function). Given a bounded function x(¢) : I — R¢
defined on an interval I, the L°°-norm of the function over the interval I is defined as:
%[l oo := sup{x(t)] : ¢ € [a, 0]}

In other words, ||x|| . measures the largest magnitude of x(¢) among all ¢ in the given

interval [a, b].

Remark A.3. Note that the L>°-norm ||-|| . depends on the time interval /. Larger time
interval may give a larger L°°-norm. If the time interval I plays an essential role in some
of our arguments, you should indicate on which time interval the L>°-norm is defined,
by either declaring the interval in the text, or write [|-|| , ;. O

Remark A.4. While the magnitude |x(¢)| depends on ¢, the L>-norm ||x|| doesn’t.
Therefore, it is recommended not to write the ¢-variable for the function x inside the
L*>-norm, i.e write ||x||  but not ||x(t) O

Remark A.5. The name L*°-norm refers to the fact that it is the limit of the L,-norm as
p — oo. The L,-norm of a continuous function x(¢) on the time interval [a, 8] is defined

as: Y
b p
I, = ( / x(t)pdt> .
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It can be shown by some analysis argument (omitted here) that lim,, . ||x[[, = [|x[,, O

Example A.3. The L*>-norm over the interval [0, 27] of the functions f(¢) = sint
and ¢(t) = sint + cost are:
1flee =1, Mgl = V2.
O

Example A.4. The following sequence of functions was investigated before:

n2t ifo<t<1/n

Tp(t) =< —n?t+2n ifl/n<t<2/n

0 if2/n<t<1

From the graph of z,,(t), one can see easily that |z,||, = n for any n > 2. O

We are now ready to state the definition of uniform convergence:

Definition A.6 (Uniform Convergence). We say a sequence of functions x,,(t) : I — R?
converges uniformly on I to a function y(t) : I — R? if:

[%n = ¥llowr =0 asn—ooc.

Remark A.7. Just like Lipschitz continuity, the notion of uniform convergence always
get tied with the time interval because the L°°-norm depends on the time interval chosen.
It is possible for a sequence converges uniformly to a limit on one interval but not on
a larger one. Therefore, it is crucial to indicate the interval whenever we talk about
uniform convergence: always say x,,(t) converges uniformly on I to a function, rather
than just saying x,,(¢) converges uniformly to that function. d

Remark A.8. Uniform convergence implies pointwise convergence. Precisely, if x,
converges uniformly on [a, b] to a function y : I — R<, then for any fixed t € I, the
sequence x,(t) converges to y(t) as n — oo. This can be argued easily by squeezing
principle: for each fixed ¢ € I, we have:

[%n(t) =y ()] < sup{lxn(s) —y(s)| : s € I} =t [lxn — ¥l -
If x,, converges uniformly on [a, b] to y, then the right-hand side tends to 0 as n — oo by

the definition of uniform convergence. The squeezing principle shows the left-hand side
also tends to 0.

Therefore, we say uniform convergence is stronger than pointwise convergence. [

Example A.5. The sequence f,(t) := sin £ converges uniformly on [0, 27] to 0 as
n — oo. It can be argued as follows: since uniform convergence implies pointwise
convergence to the same limit function, the only candidate uniform convergence
limit for f,(¢) must be the pointwise limit 0. To show it is indeed the case, we
consider:

t
| frn(t) — 0] = |sin — —sin0
n
t
= |cos €| ‘ — 0‘ (mean-value theorem)
n
t 2 .
- < T (since t € [0, 27])

n n
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The ¢ above is some number in [0, £].
Therefore, |f,(t) — 0| < 2= for any ¢ € [0, 27], and so

2
[ fn = Ol == sup{|£u(t) — 0| : £ € [0,27]} < % 0 asn— oo

Therefore, by squeezing principle || f,, — 0|, — 0 as n — co. By the definition of
uniform convergence, f, converges uniformly on [0, 27] to 0 as n — oc. O

Example A.6. However, the sequence of ‘triangle’ functions z,,(¢) defined in Exam-
ple A.2 does not converges uniformly on [0, 1]. Since uniform convergence implies
pointwise convergence, the only candidate for the uniform convergence limit must
equal to the pointwise convergence limit, which is 0 for this example.

However, ||z, — 0|, = n which does not converge to 0 as n — oo. Therefore,
x,, does not converge uniformly on [0, 1] to any limit function. O

A.1.0.3. Weierstrass’s M-test. Given an infinite series of functions > 7, a,(t),
defined on a time interval I, we say it converges pointwise on I if for every fixed ¢ € I,
we have

N (e%S)
> an(t) = Y an(t) asN — oo,
n=1 n=1

regarding the series as a sequence indexed by N. Likewise, we say > -, a,, converges
uniformly on I if

N 00
Zan—Zan —0 as N — co.
n=1 n=1 oo,

There is a test, called the Weierstrass’s M-test, one can use to prove a series converges
uniformly on a given interval I. This test is particularly useful when dealing uniform
convergence of a series since it can bypass the calculation of the N-th partial sums
ZT]:[:I a,(t) and their the L>°-norms.

Theorem A.9 (Weierstrass’s M-test). Let I = [a, b] be a time interval. Let Y-, a,(t) be
an infinite series of functions on I. Suppose:

(1) for each n, there exists a real number M, such that ||an||oo,1 < M,; and
(2) the infinite series of real numbers »_ > | M, converges to a finite number,

then > | a, converges uniformly on I.

Remark A.10. We call it M-test because it is a convention to use M,, to denote the upper
bound for ||a, || . O

Proof of Theorem A.9. Since ) ° , M, converges and ||a,|| < M,, by comparison
test, we know Y 7, |a, ||, converges too. For each t € I, the magnitude |a, ()| <
|a,||,, and so by comparison test again, we know >, |a,(¢)| converges. The absolute
convergence test on R? shows Y™ | a, (t) converges for each ¢ € I. This shows pointwise
convergence.

To prove uniform convergence, one considers the partial sums:

N o) 00 oo 00
E a, — E a,, = E a,, < g llan|l < E M,,.
n=1 n=1 0o n=N+1 0o n=N+1 n=N+1



A.1. Uniform Convergence 147

Since Y ° | M, converges, we have:

Z M, ZM ZM —0 as N — oo.

n=N+1 n=1
By squeezing principle, we proved:

N o)
D an =) &
n=1 n=1 00

which means, by definition, the infinite series >~ ° | a,, converges uniformly on /. [

—0 as N — oo

Example A.7. To apply the Weierstrass’s M-test, one should:

(i) bound each a,(t) by a real number M,,, which depends only on n, but not on
t. Then,
lan(t)| < M, foreacht € I = |a,|| =sup{la,(t)|:t €I} <M,
which shows these M,,’s satisfy the first condition of the test; then

(i) show that the infinite series of numbers ) | M,, converges using some of
the series tests you learned in calculus course.

Here are some examples of using the Weierstrass’s M-test:

(1) The series of functions ).~ | 22 converges uniformly on [0, 27]: since for
each n, we have

1
< E =: M, foranyt e [0,2n],

sinnt

7’L2
and Y07 M, =37 - converges by p-test (where p = 2).

(2) The series of functions )~ H converges uniformly on [-7,7] where T' > 0
is a fixed real number: since for each n, we have

t" ™

ol < .y =: M,,
n. n

and Y | M, converges by ratio test:

Tl 1)! T
T AA (LR A
n— oo T"/n' n—oco 1
Note that although this series converges uniformly on every closed and
bounded interval [-T,T] where T can be as large as we want, this series

does not converge uniformly on R.

sinnt)/n?

(3) The series of vector-valued functions Z [ /!

] converges uniformly
ot

n [—1,1]: since for each n, we have

s

t" /n!
for any ¢ € [—1, 1]. For large n, the term -}; dominates over Oz ,)2 and so M,, ~

tTL

2\ 1/2 1/2
1 1
ol ) - (n” (n!>2> B

. 2
sinnt

n? n!

1 o]
\/ = as n — oo. Since > | -1 converges by p-test, >~ | M, converges as
well. One may give a more rigorous argument by limit comparison test: show
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that lim,,_, % converges to a non-zero finite number, so that Y7, M,
and y 7, # must either both converge or both diverge.

O

Exercise A.1. Show that each of the following series of functions converges uni-
formly on the interval indicated:

(@ Y07, «ptlont e [-T,T) where T > 0 is any fixed real number.

) >, ;—: onte [-1,1].

(© fo ,Tonte [0 1.

n

@ Z [cos Z:zt/

ont € [0,3].

A.1.0.4. Conseqguences of uniform convergence. We list some important con-
sequences of having uniform convergence for a sequence or series of functions.

Theorem A.11. Let I be a time interval. Suppose x,, : I — R% is a sequence of integrable

functions defined on I such that x,, converges uniformly on I to a limit functiony : I — R¢,
then:

(1) given any finite numbers o and 3 such that [«, 8] C I, we have

B B "B
lim xp, (t)dt :/ lim x,(t)dt :/ y(t)dt,
n—oo a a o0 a

n—

(2) if x,,’s are all continuous on I, then the limit function y is also continuous on I.

Proof. By the definition of uniform convergence, we have ||x,, —y||,, = 0 as n — oc.
To prove the first part, we consider:

/j xp, (t)dt — /j y(t)dt

B
/f (xa(t) — y(£)) di

B
g/‘maw—yuﬂw

8
< [yl de
[e3

= [[xn =¥l - (B—a).
In the last equality, we have used the fact the L°°-norm does not depend on ¢. Since
|xn — ¥/, — 0asn — oo, by squeezing principle, we have:
B B
im [ xn(t)dt = / y(t) dt
n—roo a a
as desired.
To prove that y is continuous on I, take any arbitrary ¢, € I and consider y(¢) —y (o).
For any n, we have:
ly(t) = y(to)| = [y (t) = xn(t) + xn(t) = %n(to) + xn(to) — y(to)|
< |y () = xn ()] + [xn(t) = xn(to)] + |xn(to) — y(to)]
<y = Xnlloo + Xn(t) = xn(to)| + lxn — ¥l



A.1. Uniform Convergence 149

Given any € > 0, since |x, —y|/,, — 0 as n — oo, there is a large N > 0 such that
Ixny — ¥l <e/3. Since xy is continuous on I, there exists § > 0 such that whenever
[t —to|] < d we have |xn(t) — xn(to)| < £/3, and therefore:
e € ¢
¥(8) = ¥(t)] < iy = Xull + Ik (8) = X () + X0~ ¥llog S 5 + 5+ 5 ==
It shows y is continuous at ty. Since ¢ is arbitrary on I, we conclude y is continuous on
1. ]

The two examples discussed in page 143 does not converge uniformly on their
indicated interval, since one does not have a continuous limit function, another violates
the interchange of the limit and integral signs.

Remark A.12. Note that (1) in Theorem A.11 holds only when [a, 5] is a bounded
interval. To deal with the swapping of limit and integral signs for imporper integrals,
other tools such as Lebesgue’s Dominated Convergence Theorem is needed.

For differentiations, note that uniform convergence of differentiable functions x,, (¢)

d d
does NOT guarantee that we have lim —x,(t) = pn
n—00 n

pr lim x,,(t). The conditions required

11—
are listed in the theorem below:

Theorem A.13. Let I be a time interval. Suppose x,(t) : I — R% is a sequence of
differentiable functions such that:

(1) x!, converges uniformly on I to some function'y : I — R% and
(2) x(t) converges pointwise on I to some function X, : I — RY,

then we have £x(t) = y(t) on I. In other words, we have

T 1 /
o nl;rrgo x5, () nl;r& x;,(t).

One good example to demonstrate the use of the theorem is the justification of

4etA = Aet in Section 1.3.






