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Course Topics

Representation: language models, word embeddings, topic models

Learning: supervised learning, semi-supervised learning, sequence models,
deep learning, optimization techniques

Inference: constraint modeling, joint inference, search algorithms

NLP applications: tasks introduced in Lecture 1
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Gibbs Sampling

In the general case of a system with K variables, a single iteration
involves sampling one parameter at a time:
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Gibbs sampling can be viewed as a Metropolis method
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The samples are always accepted
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Example of Gibbs Sampling
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Mixture Models

J (Θt) =
∑M

m=1 log
∑

zm
P(xm, zm|Θt)

Figure: Mixture Models
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EM Algorithm and Sampling

Change Sum to Integral (to be general and better illustrate the idea)

J (Θt) =
∑M

m=1 log
∫

z P(xm, z|Θt)

=
∑M

m=1 log
∫

z qxm,z(Θ)P(xm,z|Θt)
qxm,z(Θ)

≥
∑M

m=1

∫
z qxm,z(Θ) log P(xm,z|Θt)

qxm,z(Θ).
= Q(Θ,Θt)

where
∫

z qxm,z(Θ) = 1 is some distribution

In E-step, we solve qxm,z(Θ) = P(z|xm,Θt)

In M-step, we optimize
Q(Θt ,Θ) =

∑M
m=1

∫
z P(z|xm,Θt) logP(xm, z|Θ) + Const w.r.t. Θ

With sampling methods, we can approximate this M-step by a finite
sum over samples zr from P(zr |xm,Θt)

Q(Θt ,Θ) ≈
∑M

m=1
1
R

∑
zr∼P(zr |xm,Θt) logP(xm, zr |Θ) + Const

This procedure is called Monte Carlo EM Algorithm
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EM Algorithm and Sampling: Variants

Monte Carlo EM Algorithm

Q(Θt ,Θ) ≈
∑M

m=1
1
R

∑
zr∼P(zr |xm,Θt) logP(xm, zr |Θ) + Const

When we consider a finite mixture model, and draw just one sample
at each E-step

This is called stochastic EM
Here the latent variable z characterizes which of the K components of
the mixture is responsible for generating each data point
In the E-step, a sample of z is taken from the posterior distribution
P(z|X,Θt) where X is the data set
This effectively makes a hard assignment of each data point to one of
the components in the mixture

If Gibbs sampling is used
Instead of drawing a sample from the corresponding conditional
distribution, we make a point estimate of the variable given by the
maximum of the conditional distribution
Then we obtain the iterated conditional modes (ICM) algorithm
For finite mixture models, it’s similar to K -means
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Alternative Way for PLSA to Generate Texts

P(D,W) =
∏M

m=1

∏Nm
i=1

∑K
k=1 P(zm,i = k)P(dm|θk)P(wi |φk)

=
∏M

m=1

∏V
i=1

(∑K
k=1 P(zm,i = k)P(dm|θk)P(wi |φk)

)cdm (wi )

P(D,W) =
∏M

m=1

∏V
i=1 P(dm)

(∑K
k=1 P(zm,i = k |θm)P(wi |φk)

)cdm (wi )

Yangqiu Song (HKUST) Learning for Text Analytics Spring 2018 12 / 44



Bayesian Modeling: Topic Models

Figure: PLSA

Figure: LDA
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Generative Process of Latent Dirichlet Allocation

Figure: LDA

For all clusters/components k ∈ [1,K ]:

Choose mixture components φk ∼ Dir(φ|β)

For all documents m ∈ [1,M]:

Choose Nm ∼ Poisson(ξ)
Choose mixture probability θm ∼ Dir(θ|α)
For all words n ∈ [1,Nm] in document dm:

Choose a component index
zm,n ∼ Mult(z |θm)
Choose a word wm,n ∼ Mult(w |φzm,n

)
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A More Detailed Look of LDA

The probability distribution of the kth latent topic that generates a
word is a multinomial distribution

P(w |z = k ,φk) ∼ Mult(w |φk)

= Mult(w |φk,1, φk,2, . . . , φk,V ) =
∏V

i=1 φ
δw=vi
k,i

where

φk = (φk,1, φk,2, . . . , φk,V )T ∈ RV

P(w = vi |z = k) = P(vi |zk) = φk,i
The delta function is δw=ui = 1 if w = vi ; and 0 otherwise
We also denote the parameter for the topic mixture probabilities as
Φ = (φ1,φ2, . . . ,φK )T ∈ RK×V where we have K topics
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A More Detailed Look of LDA

The probability distribution that a document generates a topic is:

P(z |θm) ∼ Mult(z |θm) = Mult(w |θm,1, θm,2, . . . , θm,K ) =
K∏

k=1

θδz=k
m,k

where

θm = (θm,1, θm,2, . . . , θm,K )T ∈ RK

P(z = k|d = m) = P(zk |dm) = θm,k

Here we omit the document id in P(z |θm) = P(z |dm,θm) since θm has
the document index m
We also use P(zk |dm) for short rather than the complete form
P(z = k|d = m,θm) sometimes
The delta function is δz=k = 1 if z = k ; and 0 otherwise
We also denote the parameter for the document mixture probabilities
as Θ = (θ1,θ2, . . . ,θM)T ∈ RM×K where we have M documents
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A More Detailed Look of LDA

For a full Bayesian view of this mixture model, we add the conjugate
Dirichlet priors to both multinomial distributions

P(θ|α) = Dir(θ|α)

where α = (α1, α2, . . . , αK ) ∈ RK and

P(φ|β) = Dir(φ|β)

where β = (β1, β2, . . . , βV ) ∈ RV
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A More Detailed Look of LDA

We formulate the conditional probability of a word wm,n in document
dm given θm and Φ as:

P(wm,n|θm,Φ) =
∑K

k=1 P(wm,n|zm,n = k ,Φ)P(zm,n = k|θm)

=
∑K

k=1 P(wm,n|φk)P(zm,n = k |θm)

This means for each document, we generate a set of topics and each
topic generate a word
The probability of a word given a document and parameters is also a
multinomial distribution
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A More Detailed Look of LDA

Now we can show the data likelihood given a document condition on
hyper-parameters:

P(Wm,Zm,θm,Φ|α,β) =

document plate︷ ︸︸ ︷
Nm∏
n=1

P(wm,n|φk)P(zm,n|θm)︸ ︷︷ ︸
word plate

P(θm|α) P(Φ|β)︸ ︷︷ ︸
topic plate

where Zm = {zm,1, zm,2, . . . , zm,Nm} associated with word sequence
Wm.
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A More Detailed Look of LDA

Figure: LDA

Therefore, the complete likelihood for all
documents are given by:

P(W|α,β) =
M∏

m=1

∫
Φ

P(Φ|β)

∫
θm

P(θm|α)

(
Nm∏
n=1

K∑
k=1

P(wm,n|φk)P(zm,n = k |θm)

)
dθmdΦ
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Learning for LDA

Inference a topic model given a set of training documents involves
estimation of document-topic distribution θ’s and topic-word
distribution φ’s

MAP estimation is intractable due to the interaction between both
parameters and also the hyper-parameters

Thus, approximated methods can be used, such as MCMC (Griffiths
and Steyvers (2004)) and variational techniques (Blei et al. (2003))

Both methods finally produce the estimation of θ’s and φ’s
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Collapsed Gibbs Sampling for LDA

The collapsed sampling integrate out the parameters of θ’s and φ’s
and only sample the latent topic variables by assigning topics to words

The central idea of Gibbs sampling is to recover the joint marginal
(integrating out the parameters) distribution given hyper-parameters:

P(Z|W,α,β) = P(W,Z|α,β)

P(W|α,β)

=
∏M

m=1

∏Nm
n=1 P(wm,n,zm,n|α,β)∏M

m=1

∏Nm
n=1

∑K
k=1 P(wm,n|α,β)

= P(W|Z,β)P(Z|α)

P(W|α,β)

Gibbs sampling uses the procedure that samples one variable
conditioned on all the other to approximate this distribution

P(zm,n|Z\zm,n
,W,α,β)

to sample a topic associated with a word. The notation Z\zm,n
means

the topic assignment set without zm,n
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Dirichlet Distribution

Recall the Dirichlet distribution:
P(θ|α) = Dir(θ|α) , Γ(

∑V
i=1 αi )∏V

i=1 Γ(αi )

∏V
i=1 θ

αi−1
i , 1

∆(α)

∏V
i=1 θ

αi−1
i

The “Dirichlet Delta function” ∆(α) is introduced for convenience
α = (α1, α2, . . . , αV )> ∈ RV

The Gamma function satisfies Γ(x + 1) = xΓ(x)

For integer variable, Gamma function is Γ(x) = (x − 1)!
For real numbers, it is Γ(x) =

∫∞
0

tx−1e−tdt

Note that
∫
θ dθ

∏V
i=1 θ

αi−1
i = ∆(α) because∫

θ dθP(θ|α) =
∫
θ dθ 1

∆(α)

∏V
i=1 θ

αi−1
i = 1
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P(W|Z,β)

We introduce
uk,vi to represent the count for the word vi being observed as topic k

The multinomial distribution of words given topics is

P(W|Z,Φ) =
∏M

m=1

∏Nm
n=1 P(wm,n|zm,n,Φ)

=
∏M

m=1

∏Nm
n=1 φzm,n,wm,n

=
∏K

k=1

∏V
i=1 φ

uk,vi
k,i

By integrating out the parameters φk,i , we can obtain the target
distribution P(W|Z,β)

P(W|Z,β) =
∫
Φ P(W|Z,Φ)P(Φ|β)dΦ

=
∫
Φ
∏K

k=1
1

∆(β)

∏V
i=1 φ

βi+uk,vi−1

k,i dφk

=
∏K

k=1
∆(uk+β)

∆(β)

where we denote uk = (uk,v1 , uk,v2 , . . . , uk,vV )T ∈ RV
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P(Z|α)

We introduce
udm,k represent the count for the topic k for a word being observed in
document dm

Similarly, we can formulate the multinomial topic distributions given
document parameters.

P(Z|Θ) =
∏M

m=1

∏Nm
n=1 P(zm,n|dm,θm) =

∏M
m=1

∏Nm
n=1 θm,zm,n

=
∏M

m=1

∏K
k=1 θ

udm,k

m,k

By integrating out the parameters θm,k , we can obtain the other
target distribution P(Z|α)

P(Z|α) =
∫
Θ P(Z|Θ)P(Θ|α)dΦ

=
∫
Θ
∏M

m=1
1

∆(α)

∏K
k=1 θ

αk+udm,k−1
m,k dφk

=
∏M

m=1
∆(udm+α)

∆(α)

where we denote udm = (udm,1, udm,2, . . . , udm,K )T ∈ RK .
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Joint Distribution

Given
P(W,Z|α,β) = P(W|Z,β)P(Z|α)

The joint distribution is

P(W,Z|α,β) =
K∏

k=1

∆(uk + β)

∆(β)
·

M∏
m=1

∆(udm + α)

∆(α)
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Conditional Distribution

P(zm,n = k |Z\zm,n
,W,α,β)

= P(zm,n = k |wm,n = vi ,Z\zm,n
,W\wm,n

,α,β) = P(Z,W|α,β)

P(Z\zm,n ,W|α,β)

(Using the fact wm,n⊥W\wm,n |Z\zm,n and P(wm,n|β)=
∑K

i=1 P(wm,n,zm,n|β) is irrelevant to zm,n)

= P(W|Z,β)

P(W\wm,n |Z\zm,n ,β)P(wm,n|β)
· P(Z|α)
P(Z\zm,n |α) ∝

∆(uk+β)

∆(uk,\zm,n+β)
· ∆(udm+α)

∆(udm,\zm,n+α)

(For wm,n=vi and current coresponding topic is zm,n=k∗)

∝ Γ(uk,vi +βi+(1−δk=k∗ ))

Γ(
∑V

i=1(uk,vi +βi )+(1−δk=k∗ ))
· Γ(

∑V
i=1(uk,vi +βi )−δk=k∗ )

Γ(uk,vi +βi−δk=k∗ ) ·
Γ(udm,k+αk+(1−δk=k∗ ))

Γ(
∑K

k=1(udm,k+αk ))
· Γ(

∑K
k=1(udm,k+αk )−1)

Γ(udm,k+αk−δk=k∗ ) (given
Γ(
∑V

i=1 αi )∏V
i=1 Γ(αi )

= 1
∆(α) )

(Using Γ(x+1)=xΓ(x))

∝ uk,vi +βi−δk=k∗∑V
i=1(uk,vi +βi )−δk=k∗

· udm,k+αk−δk=k∗∑K
k=1(udm,k+αk )−1

(
∑K

k=1(udm,k+αk )−1 is contant for all k ′s)

∝ uk,vi +βi−δk=k∗∑V
i=1(uk,vi +βi )−δk=k∗

· (udm,k + αk − δk=k∗)
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Matrix Illustration
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Sampling Algorithm

Input: Document data set W
repeat

for all documents m = 1 to M do
for all words wm,n = vi where n = 1 to Nm do
� for the current assignment topic k∗ to word wm,n = vi :

decrement counts: udm,k∗ − 1 and uk∗,vi − 1
� multinomial sampling topic
zm,n = knew ∼ p(zm,n|Z\zm,n

,W,α,β) according to

uk,vi + βi − δk=k∗∑V
i=1(uk,vi + βi )− δk=k∗

· (udm,k + αk − δk=k∗)

� use the new assignment of zm,n to wm,n = vi :
increment counts: udm,knew + 1 and uknew ,vi + 1

end for
end for

until Convergence
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Parameter Estimation

Having the sampling counts, we can estimate the posterior of
multinomial parameters Θ and Φ according to the state of the
Markov Chain M = {W,Z} (MAP estimation)

p(θm|M,α)

= 1
Zθm

∏Nm
n=1 p(zm,n|θm)p(θm|α)

= Dir(θm|udm + α)

and

p(φk |M,β)

= 1
Zφm

∏M
m=1

∏Nm
n=1 p(wm,n|zm,n = k,φk)p(φk |β)

= Dir(φk |uk + β)
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Parameter Estimation (Cont’d)

Based on the expectation formulation of Dirichlet distribution
〈Dir(α)〉 = (αi/

∑
i αi )i , we have:

θ̂m,k =
udm,k + αk∑K

k=1(udm,k + αk)

and

φ̂k,i =
uk,vi + βi∑V

i=1(uk,vi + βi )
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Inference for New Coming Documents

For a new coming document data set W̃, we assume that the
assigned topic set is Z̃
Each word w̃m,n will be assigned with a topic index z̃m,n also via
Gibbs sampling procedure

By fixing the training data and parameters Θ and Φ, we first
randomly assign a topic to new coming word

Then, perform sampling based on the following conditional
probability:

p(z̃m,n = k |w̃m,n = vi , Z̃\z̃m,n
, W̃\w̃m,n

,M,α,β)

∝ uk,vi +ũk,vi +βi−δk=k∗∑V
i=1(uk,vi +ũk,vi +βi )−δk=k∗

· ũd̃m,k+αk−δk=k∗∑K
k=1(ũd̃m,k+αk )−1
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Inference for New Coming Documents

If the new coming documents size are small, uk,vi dominates the first
term compared with ũk,vi , which are randomly assigned

Thus, repeatedly sampling from this distribution p(z̃m,n = k |·) and
updating ũd̃m,k , topic-word associations are propagated into
document-topic association

For simplicity, we can even omit the topic-word term (Heinrich
(2008)):

p(z̃m,n = k |w̃m,n = vi , Z̃\z̃m,n
, W̃\w̃m,n

,M,α,β)

∝ φ̂k,i ·
ũd̃m,k+αk−δk=k∗∑K
k=1(ũd̃m,k+αk )−1
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Inference for New Coming Documents

The topic distribution posterior for new coming documents are:

ˆ̃θm,k =
ũd̃m,k + αk∑K

k=1(ũd̃m,k + αk)

In practice, we often assume the set of new coming data are much
smaller than the training data: |W̃| � |W|.
Otherwise, the new data will make the topic-word count distortion as
uk,vi + ũk,vi .
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Hyperparameter Estimation

We can also do hyperparameter estimation using maximum likelihood
estimation

Refer to (Heinrich (2008))
Detailed Dirichlet distribution analysis can be found from (Minka
(2000))
https:

//tminka.github.io/papers/dirichlet/minka-dirichlet.pdf
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Variants of LDA

There are many variants of LDA

Online and Incremental Learning
Distributed Computing
Dynamic Topic Model
Author Topic (AT) and Author Recipient Topic (ART) Model
Hierarchical Dirichlet Processes
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Use of Topic Models
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Discover topics from a corpus
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Model the evolution of topics over time
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Model connections between topics
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Annotate images
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Discover influential articles
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Organize and browse large corpora
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