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Learning Inference

Representation

@ Representation: language models, word embeddings, topic models

@ Learning: supervised learning, semi-supervised learning, sequence models,
deep learning, optimization techniques

@ Inference: constraint modeling, joint inference, search algorithms

NLP applications: tasks introduced in Lecture 1
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Overview

@ Latent Dirichlet Allocation (LDA)

@ Background of Monte Carlo Methods

@ Gibbs Sampling
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Gibbs Sampling

@ In the general case of a system with K variables, a single iteration
involves sampling one parameter at a time:

xl(tﬂ) ~ P(xz(t)7 x§t)7 . ,Xff))
x2(t+1) ~ P(xftﬂ), X3(t), cee

X(f))
K

° x}(gﬂ) ~ P(xl(tH),xz(Hl)7 o ,X}(;ji))

@ Denote xg? = P(fo_l), X2(t+1), . ,X,Etfll), X,E?l, e ,X}(g))

@ Gibbs sampling can be viewed as a Metropolis method
o = PR _ PEOPeIIK)
¢ T POORWND) T px)P(x )

()
PO PO )PORT ) X=X POk ) PO )POET X))
Pl D PO PO P(x % )P )P ,)

@ The samples are always accepted
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Example of Gibbs Sampling

(c) — — (d)

Figure 9. Gibbs sampling. (a) The joint density P(x) from which samples ar
(b) Starting from a state x9 ayis sampled from the conditional density P(x
A sample is then made from the conditional density P(x2|a1). (d) A couple of iterations
of Gibbs sampling.
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Overview

@ Latent Dirichlet Allocation (LDA)

@ Background of Monte Carlo Methods

@ Sampling for EM Algorithm
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Mixture Models

J(©) =M logY, P(Xm,zm|OF)

Figure: Mixture Models
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EM Algorithm and Sampling

e Change Sum to Integral (to be general and better illustrate the idea)

J(0") = log [, P(xm,z|0")
P(xm,z|©t
= 2%21 log |, qu,z(e);w('@gj
> Zmzl fz qu,Z(e) log %
= Q(0,90)
where [, gy,,2(©) = 1 is some distribution
@ In E-step, we solve gx,, -(©) = P(z|xm, ©)
@ In M-step, we optimize
Q(04,0) =M _ [ P(z|xm, ©) log P(xm,2|©) + Const w.r.t. ©

o With sampling methods, we can approximate this M-step by a finite
sum over samples z" from P(z"|x,, ©F)

Q(@tv @) ~ Z:\n/lzl % Zz’NP(z’|xm,®t) |og P(xm7 zr|@) + Const
@ This procedure is called Monte Carlo EM Algorithm
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EM Algorithm and Sampling: Variants

@ Monte Carlo EM Algorithm
Q(et,0) ~ Zf\n/’zl x D2 P (2 xm,0t) 108 P(Xm, 2"|©) + Const

@ When we consider a finite mixture model, and draw just one sample
at each E-step
e This is called stochastic EM
o Here the latent variable z characterizes which of the K components of
the mixture is responsible for generating each data point
e In the E-step, a sample of z is taken from the posterior distribution
P(z|X,©") where X is the data set
This effectively makes a hard assignment of each data point to one of
the components in the mixture
o If Gibbs sampling is used
o Instead of drawing a sample from the corresponding conditional
distribution, we make a point estimate of the variable given by the
maximum of the conditional distribution
e Then we obtain the iterated conditional modes (ICM) algorithm
o For finite mixture models, it's similar to K-means
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Overview

@ Latent Dirichlet Allocation (LDA)

@ Collapsed Gibbs Sampling for LDA
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Alternative Way for PLSA to Generate Texts

POW) = [ S50 Pl = KIP(nlO)P(wl#)
=TI T (S0 Plams = K)P(AmlB)P(wil0)) ™

X

m=1,...M

Calm (W7)

P(D,W) =Ty 1Y Pldm) (S0 P(zmi = KlOm)P(wiley))
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Bayesian Modeling: Topic Models

¢k Wim,n
k=1..K |||n=1,.,Nn P Ymn
m=1.. M k=1,..,K n=1,..,Ny
=1,.,M
Figure: PLSA =
Figure: LDA
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Generative Process of Latent Dirichlet Allocation

Figure: LDA

Yangqiu Song (HKUST)

e For all clusters/components k € [1, K]:
o Choose mixture components ¢, ~ Dir(¢|3)
e For all documents m € [1, M|:
o Choose N, ~ Poisson(¢)
o Choose mixture probability 8,, ~ Dir(0]c)
o For all words n € [1, Np] in document dp,:

@ Choose a component index
Zm,n ~ Mult(z|0)
o Choose a word Wi, ~ Mult(w|¢, )

Learning for Text Analytics
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A More Detailed Look of LDA

@ The probability distribution of the kth latent topic that generates a
word is a multinomial distribution

P(w|z = k, ¢;) ~ Mult(w|¢p,) 5
= Mult(w|ew1, b dv) = T111 S

where

O = (Pr,15 Pr2s -, Piv) T €RY

o P(w=vi|z=k)=P(vi|zx) = ¢«

e The delta function is dy—,, = 1 if w = v;; and 0 otherwise

e We also denote the parameter for the topic mixture probabilities as
® = (¢py,P,...,0x)" € REXV where we have K topics
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A More Detailed Look of LDA

@ The probability distribution that a document generates a topic is:
P(2]0m) ~ Mult(2|0m) = Mult(w|0m 1, 0mo, .- - Omi) = [ ] 005

where

e 0, = ((9,,171,9,”’2, ey Gm,K)T S ]RK

o P(Z = k|d = m) = P(Zk|dm) = Gm,k

e Here we omit the document id in P(z|0,,) = P(z|dm, 0,,) since 8, has
the document index m

o We also use P(zk|dy) for short rather than the complete form
P(z = k|d = m, 8,,,) sometimes

o The delta function is d,—, = 1 if z = k; and 0 otherwise

o We also denote the parameter for the document mixture probabilities
as @ = (01,0,,...,0)" € RM*K where we have M documents
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A More Detailed Look of LDA

@ For a full Bayesian view of this mixture model, we add the conjugate
Dirichlet priors to both multinomial distributions

P(6|a) = Dir(0|«x)
where a = (a1, 2, ..., ax) € RX and
P(#|8) = Dir(¢|8)

where ﬁ = (ﬂ17ﬂ27 v 7/8V) € RV
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A More Detailed Look of LDA

@ We formulate the conditional probability of a word w, , in document
dm given 8, and ® as:

P(Winn0m, ®) =S5 | P(Win.nl2m.n = k, ®)P(Zm.n = k|Om)
= ZkK:1 P(Wm,n’¢k)P(Zm,n = k|0m)

e This means for each document, we generate a set of topics and each
topic generate a word

e The probability of a word given a document and parameters is also a
multinomial distribution
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A More Detailed Look of LDA

@ Now we can show the data likelihood given a document condition on
hyper-parameters:

document plate

Nm
PWm, Zm, 0m, ®|a, B) = H P(Wm,n|@k)P(zm,n|0m) P(Om|cr) P(®|3)
uter ~——

~— topic plate
word plate
where Z, = {zm1,2mp2, . .. ,z,,LNm} associated with word sequence

W
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A More Detailed Look of LDA

¢

k=1,..,K n=1,..,Ny,

m=1,...M

Figure: LDA

@ Therefore, the complete likelihood for all
documents are given by:

M
POWlev.8) = [[ AP(MB) /9 P(Onm]cr)
m=1 m

Nm K
(H Z 'D(Wm,n ¢k)P(Zm,n = k|0m)> do,do

n=1 k=1
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Learning for LDA

@ Inference a topic model given a set of training documents involves
estimation of document-topic distribution 8's and topic-word
distribution ¢'s

o MAP estimation is intractable due to the interaction between both
parameters and also the hyper-parameters

@ Thus, approximated methods can be used, such as MCMC (Griffiths
and Steyvers (2004)) and variational techniques (Blei et al. (2003))

@ Both methods finally produce the estimation of 8's and ¢'s
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Collapsed Gibbs Sampling for LDA

@ The collapsed sampling integrate out the parameters of 8's and ¢'s
and only sample the latent topic variables by assigning topics to words

@ The central idea of Gibbs sampling is to recover the joint marginal
(integrating out the parameters) distribution given hyper-parameters:

P(ZW,a,B8) = %&a[i)

i1 [T, P 2ol 3)
m—1 Zk 1 P(Wm, o 3)
vwz B)P(am

- PWaB)

@ Gibbs sampling uses the procedure that samples one variable
conditioned on all the other to approximate this distribution

P(Zm,n|Z\zm,n7 W? «, ﬁ)

to sample a topic associated with a word. The notation Z,,  means
the topic assignment set without z, ,

Yanggqiu Song (HKUST) Learning for Text Analytics Spring 2018 22 / 44



Dirichlet Distribution

@ Recall the Dirichlet dlstrlbu‘;lon

r i oj— oj—
P(0la) = Dir(0la) £ [ [T, 07 2 iy TV, 677

o The “Dirichlet Delta function” A(«a) is introduced for convenience
o = ((J{l,OQ,...,OéV)T S RY
e The Gamma function satisfies ['(x + 1) = x['(x)

o For integer variable, Gamma function is ['(x) = (x — 1)!
o For real numbers, it is I'(x) = foo “le~tdt

o Note that [pdO ], 6% " = A(a) because
Jp d0P(6la) = [ d6 xiy [171 67 =11
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o We introduce
o Uy, to represent the count for the word v; being observed as topic k

@ The multinomial distribution of words given topics is

M Npm
PW|Z,®) :Hm 1Hn 1 P(Wm.n|Zm,n, ®)
_Hm 11_.[ 1¢i]imn7Wmn
= [ I

@ By integrating out the parameters ¢, ;, we can obtain the target
distribution P(W|Z, 3)

PWIZ,B) = Jo POVIZ, ¢) (¢\[3)d¢

1+ukv

fcb Hk 1A(5 H, 1¢k, d¢k
HK A(u+0)
aB)

where we denote uy = (Uk v, Uk,v,s - - - uk7vv)T eRY
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@ We introduce

e ug, k represent the count for the topic k for a word being observed in
document d,,

@ Similarly, we can formulate the multinomial topic distributions given
document parameters.

P(z|®) = Hﬁf 1Hn”m1 P(zm,n| dm, Om) = [Tom_y TTN™1 Oz
u
_Hm 1 k 1 ,:"/lk

@ By integrating out the parameters 6, x, we can obtain the other
target distribution P(Z|a)
P(Zla) = [gP Z|G) (Ola)dd

Q+Ugp, k—1
_fG) m= lA( ) k:lem,:k Ay
HM A(ug,+0x)
Ala)

where we denote ug, = (Ud,, 1, Udp2,- - - udm,K)T € RX.
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Joint Distribution

@ Given
PW., Zla, B) = POWV|Z, B)P(Z|a)

@ The joint distribution is

K M
k=1 m=1
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Conditional Distribution

P(Zm,n = klz\zmmvwva)ﬁ)

_ _ _ _ _PEwap)
= P(Zm,n = kl Wm,n =V, Z\zm,na W\Wm,na Q 18) - P(Z\Zm7n7wla7ﬁ)
(Using the fact wm,n LW\ w, 12\ 2y, , and P(Wm,n|,8):Z,K:1 P(Wim,n,zm,n|3) is irrelevant to zm,n)
PW|Z,3) . _PEly) AwtB) | Alug,+ox)
P(W\men|Z\zm,n718)P(Wm,n|16) P(Z\Zm«n‘a) A(uk,\zmy,,"ﬁg) A(udms\zm,n+a)
(For Wm,n=V; and current coresponding topic is Zm,n=k*)

T (ug,v; +Bi+(1—0p—k+)) Ty (v, +Bi) —Ok—ix) )

m .
T2 (kg +B) +(1—0—i+)) ) T (uk,v; +Bi—k=s*)
T (U ket (1=0k—p+)) T kg (Udp ki) —1) (given M(El0) _ 1 )
TR (U ko)) (U kFok—0Ok=px)  \© M, M)  Al®)
(Using I'(x+1)=xT(x))
~ Upe,v; +Bi— =i+ Udp kO, —6p—g*

S (Ui +B) —Okkx Doy (U i 00i) —1

(Zf;l(udmk-i-ak)—l is contant for all k’s)
Uy, +Bi—Op—px

Sy (v, +Bi) —Orir

(Udy ko + Ok — Ok=k+)
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Matrix Illlustration

kook
z Lol
—
] |
D | [
| | V 1
1 I Z
] |
| |
[ T A I Ul L
Lo .
I | v = e 2 e  — — . — " — — i — —
| |
m U k1|
] |
| |
|
| |
| |

Yanggqiu Song (HKUST) Learning for Text Analytics Spring 2018



Sampling Algorithm

Input: Document data set W
repeat
for all documents m =1 to M do
for all words wy, , = v; where n =1 to N,, do
¢ for the current assignment topic k* to word wp, , = v;:
decrement counts: ug,, x+ — 1 and =, — 1
© multinomial sampling topic
Zmn = K" ~ p(zZmn| 2\ 2, .0 W, @, B) according to

Uy, + Bi — Ok=k*
SV (U, + Bi) — ks

¢ use the new assignment of z,, , to Wy, = Vi
increment counts: ug,, krew + 1 and ugrew . + 1
end for
end for
until Convergence

(U k + Ok — Op=k+)
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Parameter Estimation

@ Having the sampling counts, we can estimate the posterior of
multinomial parameters @ and ® according to the state of the
Markov Chain M = {W, Z} (MAP estimation)

P(0m|/\;Il, a)
= j Hngl P(Zm,n|9m)P(0m|a)
= Dir(0m|ug, + o)

and

(¢k|M B)
= qnm IHn lp(Wmn|zmn—k ¢k) (¢k|ﬁ)

= Dirn(7¢k|uk + B)
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Parameter Estimation (Cont'd)

@ Based on the expectation formulation of Dirichlet distribution
(Dir(er)) = («i/ >_; )i, we have:

A Ud, k + Ok
gm,k = K
> k=1 (Udp,k + k)
and
Bei— Ui + Bi

SV (Ui + B))
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nce for New Coming Documents

e For a new coming document data set W, we assume that the
assigned topic set is Z

e Each word Wy, , will be assigned with a topic index Z,, , also via
Gibbs sampling procedure

@ By fixing the training data and parameters ® and ®, we first
randomly assign a topic to new coming word

@ Then, perform sampling based on the following conditional
probability:

P(Zmn = k|Wm,n = v,,Z\Zm e M, . B)
Uje,v; + Ui, v; +Bi—Op=k* g ou— 5k K*
Zlvzl(ukvvl+uk7"l+’3’)_§k:k* Zk:l(udm,k+ak) 1

X
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Inference for New Coming Documents

o If the new coming documents size are small, uy ,, dominates the first
term compared with iy ,,, which are randomly assigned

@ Thus, repeatedly sampling from this distribution p(Z, , = k|-) and
updating Z'lamjk, topic-word associations are propagated into
document-topic association

e For simplicity, we can even omit the topic-word term (Heinrich
(2008)):

P(zm,n = k|ﬁ/m,n = Vi, Z\Em’,ﬂ W\Wm,nv Ma «, B)
~ g, Hou—0Ok—kx

X i —
¢k,l Zf:l(“&m,k'i‘ak)_l
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Inference for New Coming Documents

@ The topic distribution posterior for new coming documents are:

2 uam,k =+ o

mk — K -
2 k=1 (TG, + )

In practice, we often assume the set of new coming data are much
smaller than the training data: |[W| < |[W)|.

Otherwise, the new data will make the topic-word count distortion as
Uk,v; + U,y
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Hyperparameter Estimation

@ We can also do hyperparameter estimation using maximum likelihood
estimation
o Refer to (Heinrich (2008))
o Detailed Dirichlet distribution analysis can be found from (Minka
(2000))
https:
//tminka.github.io/papers/dirichlet/minka-dirichlet.pdf
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Variants of LDA

@ There are many variants of LDA

e Online and Incremental Learning

e Distributed Computing

e Dynamic Topic Model

o Author Topic (AT) and Author Recipient Topic (ART) Model
o Hierarchical Dirichlet Processes
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Use of Topic Models

Topics
gene 0.04
dna 0.02

genetic ©.01

life 0.02
evolve 0.01
organism ©.01

S

brain 9.04
neuron  ©.02

nerve 0.01
data 0.02

number 9.02
computer ©.01

/

Topic proportions and

Documents assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apare,” cspecially in
How many | i comparison 75, enes in the hu
Rurvibied Lose i e L

s, coneluded
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* Genome Mapping and Sequonc:

199, Gold Spring Harbar, New York Stripping down. Computer anclysis yields an est
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b
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human
genome
dna
genetic
genes
sequence
gene
molecular
sequencing
map
information
genetics
mapping
project
sequences
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Discover topics from a corpus

evolution

evolutionary

species
organisms
life
origin
biology
groups
phylogenetic
living
diversity
group
new
two
common

disease
host
bacteria
diseases
resistance
bacterial
new
strains
control
infectious
malaria
parasite
parasites
united
tuberculosis

Learning for Text Analytics

computer
models
information
data
computers
system
network
systems
model
parallel
methods
networks
software
new
simulations
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Model the

evolution of topics

over time

"Theoretical Physics" "Neuroscience™
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NERVE / h
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Model connections between topics
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Annotate images

SKY WATER TREE SCOTLAND WATER SKY WATER BUILDING
MOUNTAIN PEOPLE FLOWER HILLS TREE PEOPLE WATER

FISH WATER OCEAN  PEOPLE MARKET PATTERN  BIRDS NEST TREE
TREE CORAL TEXTILE DISPLAY BRANCH LEAVES
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Discover influential articles

Derek E. Wildman et al., Implications of Natural Selection in Shaping 99.4% Nonsynonymous
DNA Identity between Humans and Chimpanzees: Enlarging Genus Homo, PNAS (2003)
[178 citations]

0030

Jared M. Diamond, Distributional Ecology of New Guinea Birds. Science (1973)
0025+ [296 citations]

‘William K. Gregory, The New Anthrapogeny: Twenty-Five Stages of :
Vertebrate Evolution, frem Silurian Chordate fo Man, Science (1933)

3 citations]
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W. B. Scott, The Isthmus of Panama in Its Relation to the Animal Life of North and South Amsylec%! Science (1916)
[3 citations]
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Organize and browse large corpora

muw!ﬂn?-e-fdvln?u!eﬁxlngm {film, series, show}

The X-Files
Orson Welles
Sarley Rubrick.

Bmarie
Mysry Seience Theater 3000
Manty Python
Doctor Wha

—

Sam Peciingsh
Marries_ with Children
Historyof fim

The ATeam

Pulp Ficton fim)

Pad (ragazine)

\

Stanley Kubrick

er Kt .7, SN

an American ilm director, writer, producer, snd Mome
eogrisher who lived in Engiand during most of the last

{theory, work, human}

Intaligent design
enmanuel Kant:

Philosaphy of mahematics

History ofselence.

oce aritic control and making movies according

<comple
s own whims and tme constrains, But with the rare Touth
g ol ol spperior e Poehoanyss

Charles Peirce
Kabrick' flms are charactarized by 3 formal visual style

‘and mecculous arention to derall—nis cer ilms oftan
have slaments of surrealism and s prossionism that Deconsiruction

Exdsuandiatiom

Socialscances
often porcsived s rflcion of is bsessive and
prtectoniscature.11 A rcurring hame i s i
s ity to man. While ofen viewed 15

deslim




References |

Blei, D. M., Ng, A. Y., and Jordan, M. I. (2003). Latent Dirichlet allocation. Journal of
Machine Learning Research, 3:993-1022.

Griffiths, T. L. and Steyvers, M. (2004). Finding scientific topics. Proceedings of the
National Academy of Sciences, 101:5228-5235.

Heinrich, G. (2008). Parameter estimation for text analysis. Technical Report Version
2.4, vsonix GmbH + University of Leipzig, Germany.

Minka, T. P. (2000). Estimating a dirichlet distribution. Technical report.

Yanggqiu Song (HKUST) Learning for Text Analytics Spring 2018 44 / 44



	Language Models: Recap
	Topic Models
	Probabilistic Latent Semantic Analysis (PLSA)
	Latent Dirichlet Allocation (LDA)
	Motivation: Bayesian Modeling
	Background of Monte Carlo Methods
	Collapsed Gibbs Sampling for LDA




